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# Subcubic Control Flow Analysis Algorithms 

Jan Midtgaard ${ }^{1}$ and David Van Horn ${ }^{2}$<br>${ }^{1}$ Roskilde University<br>${ }^{2}$ Northeastern University


#### Abstract

We give the first direct subcubic algorithm for performing control flow analysis of higher-order functional programs. Despite the long held belief that inclusion-based flow analysis could not surpass the "cubic bottleneck," we apply known set compression techniques to obtain an algorithm that runs in time $O\left(n^{3} / \log n\right)$ on a unit cost random-access memory model machine. Moreover, we refine the initial flow analysis into two more precise analyses incorporating notions of reachability. We give subcubic algorithms for these more precise analyses and relate them to an existing analysis from the literature.


## 1 History and Motivation

Control flow analysis (CFA) is a fundamental static analysis of higher-order programming languages and forms the basis of a range of other analyses. It determines for each call site of a program a set of functions which may be applied when the program is run. Over a decade ago, Heintze and McAllester [1997b] proved deciding these problems to be at least as hard as 2NPDA, the class of problems decided by two-way nondeterministic push-down automata, and argued this provided evidence the "cubic bottleneck" of flow analysis could not be overcome. This and several other papers [Neal, 1989, Heintze and McAllester, 1997b,c, Melski and Reps, 2000, McAllester, 2002] state that the cubic algorithm for 2NPDA has not been improved since its formulation by Aho et al. [1968] an oversight in the history of events; Rytter [1985] improved the cubic bound by a logarithmic factor. Since then, Rytter's technique has been used in various contexts: in diameter verification, in boolean matrix multiplication, and for the all pairs shortest paths problem [Basch et al., 1995, Zwick, 2006, Chan, 2007] as well as for reachability in recursive state machines [Chaudhuri, 2008], and for maximum node-weighted k-clique [Vassilevska, 2009] to name but a few. In particular, Chaudhuri [2008] recently used Rytter's techniques to formulate a subcubic algorithm for the related problem of context-free language (CFL) reachability. Perhaps unbeknownst to most, indirectly this constitutes the first subcubic CFA algorithm when combined with a reduction due to Melski and Reps [2000].

In this paper, we recall Rytter's improvement, investigate the implications, and formulate a simpler, direct subcubic control flow analysis algorithm. Using the initial analysis as an offset we formulate two refined, increasingly precise analyses incorporating reachability, both of which are also implementable in subcubic
time. Finally we relate all three analyses and prove the final refinement equivalent to a set-based analysis with reachability due to Heintze and McAllester [1997a], thereby giving the first subcubic algorithm thereof.

## 2 Definitions

We recall the definition of 2NPDA, the implementation of fast sets on which we base our algorithms, and the specification of CFA.

### 2.1 2NPDA

The class 2NPDA represents the languages recognizable by a two-way nondeterministic push-down automaton. The familiar deterministic and non-deterministic PDAs found in undergraduate textbooks [Martin, 1997] are one-way: consuming their input from left-to-right. In contrast, two-way NPDAs accept their input on a read-only input tape (marked with special begin and end markers), on which they can move the read-head forwards, backwards, or not at all.

### 2.2 Fast Sets

Rytter [1985] applies to the recognition of 2NPDA languages a known set compression technique, which we now recall.

Assume we are concerned with operations over a set $\{0, \ldots, n-1\}$ and that the RAM model has $\Theta(\log n)$ word size. A standard representation of a subset hereof is a characteristic vector or bit vector of length $n$, with one bit representing each element. Now break the vector into $O(n / \log n)$ words each of $\Theta(\log n)$ bits. Following Chaudhuri [2008], we refer to the resulting structure as a fast set. An element can be inserted into a word in $O(1)$ time by or'ing in a 1 at the proper position. Furthermore, the set-difference of two words can be computed in $O(1)$ time by and'ing the first word with the complement of the second.

As a consequence, an element can be inserted into a fast set in $O(1)$ time, by first determining the relevant word and performing the above, constant-time word insertion. We can furthermore compute a list representing the set-difference of two sets in $O(n / \log n+v)$ time (with $v$ being the number of elements in the result), by computing the set-difference of each pair of words. For each word in the result, repeatedly locate the most significant bit and turn it off. Suppose we can locate the most significant bit of a word in constant time, this will take time proportional to the size of the result. Even if such an operation is not available, we can pre-compute it and store the result in a table. Table 1 summarizes the above operations.

Rytter's subcubic 2NPDA decision procedure works by enumerating the machine states of the automaton into a set, for which he investigates reachability between initial and final states. Based on the above operations and by compressing the rows and columns of a standard adjacency matrix representation, he achieves an $O\left(n^{3} / \log n\right)$ algorithm for 2NPDA recognition.

| operation | type | time complexity |
| ---: | :--- | :--- |
| $\in$ | int $\times$ fset $\rightarrow$ bool | $O(1)$ |
| INSERT | int $\times f_{\text {set }} \rightarrow$ unit | $O(1)$ |
| DIFF | $f_{\text {set }} \times$ fset $\rightarrow$ int list | $O(n / \log n+v)$ |

Table 1: Type and worst-case time complexity of fast set operations

$$
\begin{gathered}
\frac{\operatorname{input}(e)}{e \rightarrow e}(\mathrm{REFL}) \quad \frac{\operatorname{input}\left(e_{1} e_{2}\right) \quad e_{1} \rightarrow \lambda x . e}{x \rightarrow e_{2}, e_{1} e_{2} \rightarrow e}(\mathrm{APP}) \\
\frac{e_{0} \rightarrow e_{1} e_{1} \rightarrow e_{2}}{e_{0} \rightarrow e_{2}}(\text { TRANS })
\end{gathered}
$$

Fig. 1: Inference rules for the system $\vdash$

### 2.3 Control Flow Analysis and Control-Flow Reachability

We now recall Heintze and McAllester's analysis formulation and the corresponding decision problem. The input is given as a pure lambda calculus expression. Expressions are variables, lambda abstractions, and applications.

$$
\text { Expr } \ni e::=x|\lambda x . e| e e \quad \text { (expressions) }
$$

Heintze and McAllester [1997b] formulate CFA as a graph reachability problem over a set of inference rules. We recall their inference rules in Fig. 1 and write $\vdash$ to mean provability by the inference system. Intuitively, an edge $e \rightarrow e^{\prime}$ can be understood as an inclusion of values, i.e., all values that can result from evaluating $e^{\prime}$ can also result from evaluating $e$. The inference rules rely on a predicate input, which is defined in Fig. 2. The predicate holds of all subexpressions and bound variables of the input program. The analysis merges all bindings to the same variable (as out-going edges from the variable node) thereby creating the effect of a global environment. It furthermore confuses all calling contexts of the same function (as in-going edges into the node representing the function body). The common name $0-C F A$ [Shivers, 1991, Nielson et al., 1999] is by now used for analyses with these two properties. Rather than implementing instances of the inference rules as constraints, we will use the inference system as a reference proof system. The analysis is formulated as a decision problem termed controlflow reachability, by accepting two additional subexpressions $e_{\text {start }}$ and $e_{\text {finish }}$ as input and determining whether the latter is reachable from the former. Heintze and McAllester [1997b] show how to reduce a control-flow reachability problem to an equivalent 2 NPDA recognition problem.

$$
\frac{}{} \frac{\operatorname{input}\left(e_{1} e_{2}\right)}{\operatorname{input}\left(e_{p}\right)} \quad \frac{\operatorname{input}(\lambda x . e)}{\operatorname{input}(x), \operatorname{input}(e), \operatorname{input}\left(e_{2}\right)}
$$

Fig. 2: Input predicate

## 3 Indirect Algorithms: Connecting the Dots

We examine two indirect CFA algorithms from the research literature with potential to have subcubic worst-case time complexity. The first algorithm is the graph-based analysis from Sect. 2.3. The second algorithm is a constraint-based or set-based analysis, termed ML set constraints by Melski and Reps [2000].

## Indirect Control-Flow Reachability (1)

1. reduce control-flow reachability to 2NPDA recognition [Heintze and McAllester, 1997b]
2. apply Rytter's improved algorithm [Rytter, 1985]
3. map result(s) back to control-flow reachability

In the above, Heintze and McAllester [1997b] encode variables as bit strings. As a consequence, the encoded lambda-term input incurs a blowup of a logarithmic factor. Ironically, this logarithmic factor cancels the logarithmic factor gained by Rytter [1985], resulting in a cubic-time algorithm. Hence a logarithmic factor improvement to 2NPDA recognition is lost in translation, so to speak.

## Indirect Control-Flow Reachability (2)

1. reduce ML set constraints to CFL-reachability [Melski and Reps, 2000]
2. apply Chaudhuri's improved CFL-reachability algorithm [Chaudhuri, 2008]
3. map result(s) back to control-flow reachability

The direct reduction by Melski and Reps [2000] into a CFL-reachability problem requires $O\left(n^{4}\right)$ time (in the original input). However, Melski and Reps [2000] observe a rendundancy in the context-free grammars resulting from their reduction. They augment their algorithm with a normalization phase that removes the redunancy and recovers $O\left(n^{3}\right)$ worst-case time complexity. Since Chaudhuri's algorithm is given as an improvement to the CFL-reachability algorithm of Melski and Reps [2000], we believe the above constitutes the first indirect subcubic flow analysis algorithm. ${ }^{3}$

[^0]```
Cubic-CFA( \(e\) )
    \(Q, R \leftarrow\{e \rightarrow e \mid \operatorname{input}(e)\} \quad \triangleright\) Case refl
while \(Q \neq \emptyset\)
        do \(\left(e_{i} \rightarrow e_{j}\right) \leftarrow \operatorname{Delete}(Q)\)
            for \(e_{k} \rightarrow e_{i} \in R\) such that \(\left(e_{k} \rightarrow e_{j}\right) \notin R \quad \triangleright\) Case trans 1
            do \(\operatorname{InSERT}\left(e_{k} \rightarrow e_{j}, R\right)\)
                \(\operatorname{Insert}\left(e_{k} \rightarrow e_{j}, Q\right)\)
            for \(e_{j} \rightarrow e_{k} \in R\) such that \(\left(e_{i} \rightarrow e_{k}\right) \notin R \quad \triangleright\) Case trans 2
            do \(\operatorname{Insert}\left(e_{i} \rightarrow e_{k}, R\right)\)
                \(\operatorname{Insert}\left(e_{i} \rightarrow e_{k}, Q\right)\)
            if \(e_{j}=\lambda x . e\) and \(\operatorname{input}\left(e_{i} e_{w}\right) \quad \triangleright\) Case app
            then if \(\left(x \rightarrow e_{w}\right) \notin R\)
                    then \(\operatorname{Insert}\left(x \rightarrow e_{w}, R\right)\)
                        \(\operatorname{Insert}\left(x \rightarrow e_{w}, Q\right)\)
                if \(\left(e_{i} e_{w} \rightarrow e\right) \notin R\)
                    then \(\operatorname{Insert}\left(e_{i} e_{w} \rightarrow e, R\right)\)
                                    \(\operatorname{Insert}\left(e_{i} e_{w} \rightarrow e, Q\right)\)
return \(R\)
```

Fig. 3: Cubic algorithm

## 4 A Direct Algorithm

In Fig. 3 we give an initial direct algorithm implementing the analysis of Heintze and McAllester. The algorithm is structured as a worklist algorithm. All newly added edges are also added to the worklist, $Q$. Intuitively, for each newly added edge, we investigate all the rules which could potentially apply because of the new addition. The algorithm represents reachability between two expressions $e$ and $e^{\prime}$ as membership $\left(e \rightarrow e^{\prime}\right) \in R$ in an explicit set (or its isomorphic binary map). By representing $R$ as an adjacency matrix, we obtain a cubic time algorithm as we shall now see. This upper bound coincides with the best known bound for control flow analysis in the research literature [Ayers, 1992, Heintze, 1994, Palsberg and Schwartzbach, 1995, Nielson et al., 1999].

### 4.1 Complexity

Time: The initialization of $Q$ and $R$ can be done as a linear traversal. All edges inserted in $R$ are inserted in $Q$ simultaneously. Once an edge is in $R$, it will never be reinserted in $Q$. As a consequence, all edges are only inserted in $Q$ once. Hence the number of iterations of the while-loop is upper-bounded by the number of edges, i.e, $O\left(n^{2}\right)$. The execution time of the body of the while-loop is dominated by the for-loops. The two for-loops in the body can be implemented as linear scans of a matrix column and a matrix row, respectively. The for-loop bodies each require only constant time, hence the algorithm is cubic, $O\left(n^{3}\right)$.

Space: The worklist $Q$ requires at most $O\left(n^{2}\right)$ space. Implementing the relation $R$ as an adjacency matrix, we require $O\left(n^{2}\right)$ space. The latter can be
improved to $O\left(n^{2} / \log n\right)$ on a RAM with $\Theta(\log n)$ word size, by packing bits into words. However, overall the algorithm still requires $O\left(n^{2}\right)$ space.

### 4.2 Correctness

We now prove that the algorithm implements the inference rules correctly.
Theorem 1. $\left(e_{0} \rightarrow e_{1}\right) \in \operatorname{CuBic}-\operatorname{CFA}\left(e_{p}\right) \Longleftrightarrow \vdash e_{0} \rightarrow e_{1}$
Proof. In the left-to-right direction, let $e_{p}$ be given. We prove the statement $\left(e_{0} \rightarrow e_{1}\right) \in R \Longrightarrow \vdash e_{0} \rightarrow e_{1}$ from which this direction of the theorem follows at the exit of the while loop. We use the loop invariant:

$$
\left(e_{0} \rightarrow e_{1}\right) \in R \Longrightarrow \vdash e_{0} \rightarrow e_{1} \quad \wedge \quad\left(e_{0} \rightarrow e_{1}\right) \in Q \Longrightarrow \vdash e_{0} \rightarrow e_{1}
$$

Before entering the loop, $\left(e_{0} \rightarrow e_{1}\right) \in R$ and $\left(e_{0} \rightarrow e_{1}\right) \in Q$ implies $e_{0}=e_{1}$ and $\operatorname{input}\left(e_{0}\right)$, in which case the REFL rule applies. Assume the invariant holds before an iteration. We argue that it is preserved across a loop iteration, i.e., all new edge insertions into $R$ and $Q$ can be proved by the inference rules. At the first for-loop, it follows from the invariant that $\vdash e_{i} \rightarrow e_{j}, e_{k} \rightarrow e_{i}$, hence by TRANS, $\vdash e_{k} \rightarrow e_{j}$. At the second for-loop, it also follows from the invariant that $\vdash e_{j} \rightarrow e_{k}$, hence by trans, $\vdash e_{i} \rightarrow e_{k}$. For the last conditional to be true, $\vdash e_{i} \rightarrow \lambda$. $e$ and $\operatorname{input}\left(e_{i} e_{w}\right)$ must hold, so by APP, $\vdash x \rightarrow e_{w}, e_{i} e_{w} \rightarrow e$.

In the right-to-left direction, the proof relies on two observations: (1) insertions into $R$ and $Q$ are always simultaneous, and (2) $R$ grows increasingly over time, since elements are never deleted from it.

The run of the CUBIC-CFA algorithm consists of a sequence of assignment pairs. We model the memory modifications to $Q$ and $R$ as a sequence $\left(Q_{0}, R_{0}\right) \ldots\left(Q_{n}, R_{n}\right)$, such that (a) two consecutive $Q$ 's differ only by one inserted or deleted edge, and (b) two consecutive $R$ 's differ only by an inserted edge. Since edges are never removed from $R$, we prove the statement

$$
\vdash e_{0} \rightarrow e_{1} \Longrightarrow \text { exists a least } i \text {, such that }\left(e_{0} \rightarrow e_{1}\right) \in R_{i} \wedge\left(e_{0} \rightarrow e_{1}\right) \in Q_{i}
$$

from which the right-to-left direction of the theorem follows. The proof proceeds by structural induction on the inference tree. For derivation trees of $\vdash e_{0} \rightarrow e_{1}$ using the REFL axiom, we have $e_{0}=e_{1}$ and there exists $R_{0}$ and $Q_{0}$ such that $\left(e_{0} \rightarrow e_{1}\right) \in R_{0}$ and $\left(e_{0} \rightarrow e_{1}\right) \in Q_{0}$ from the initialization in line 1. Assume the statement holds for all structurally smaller derivation trees. There are now two remaining cases. If $\vdash e_{0} \rightarrow e_{1}$ by the trans rule, there exists a term $e$, such that $\vdash e_{0} \rightarrow e, e \rightarrow e_{1}$ and hence there exists a least $i$ and $j$ such that $\left(e_{0} \rightarrow e\right) \in R_{i} \wedge\left(e_{0} \rightarrow e\right) \in Q_{i}$ and $\left(e \rightarrow e_{1}\right) \in R_{j} \wedge\left(e \rightarrow e_{1}\right) \in Q_{j}$ by the induction hypothesis. If $i=j$, the same edge is inserted in both $R$ and $Q$, and $e_{0}=e=e_{1}$. The conclusion therefore coincides with the induction hypothesis. In case $i<j$, when $\left(e \rightarrow e_{1}\right)$ is eventually deleted from the queue, $\left(e_{0} \rightarrow e\right) \in R$. If $\left(e_{0} \rightarrow e_{1}\right) \notin R$, we insert into both by trans 1 , thereby proving existence. Otherwise, $\left(e_{0} \rightarrow e_{1}\right) \in R$ and there exists $\left(Q_{k}, R_{k}\right)$ at which point it
was inserted in both. In case $i>j$, when $\left(e_{0} \rightarrow e\right)$ is eventually deleted from the queue, $\left(e \rightarrow e_{1}\right) \in R$. If $\left(e_{0} \rightarrow e_{1}\right) \notin R$, we insert into both by trans 2 thereby proving existence. Otherwise $\left(e_{0} \rightarrow e_{1}\right) \in R$, and there exists ( $Q_{k}, R_{k}$ ) at which point it was inserted in both.

In the APP case, we can assume that $\operatorname{input}\left(e_{1} e_{2}\right)$ and $\vdash e_{1} \rightarrow \lambda x$.e. Hence, there exists a least $i$ such that $\left(e_{1} \rightarrow \lambda x . e\right) \in R_{i} \wedge\left(e_{1} \rightarrow \lambda x . e\right) \in Q_{i}$. We consider one sub-case for each of the two conclusions. In case $\vdash x \rightarrow e$, if $(x \rightarrow e) \notin R$, we insert the edge into both by app thereby proving existence. If on the other hand, $(x \rightarrow e) \in R$, it was inserted at some point ( $Q_{k}, R_{k}$ ) into both thereby proving existence. In case $\vdash e_{1} e_{2} \rightarrow e$, if $\left(e_{1} e_{2} \rightarrow e\right) \notin R$, we insert the edge into both by app, proving existence. If on the other hand, $\left(e_{1} e_{2} \rightarrow e\right) \in R$, it was inserted at some point $\left(Q_{k}, R_{k}\right)$ into both, thereby proving existence.

## 5 A Subcubic Algorithm

We formulate a subcubic algorithm as a refinement of the initial algorithm. The basic idea is to change the representation of $R$ into a sequence of rows and columns, each of which is represented as a fast set. First we assume a numbering of all sub-expressions of the program, similar to the labelling found in text book presentations of CFA [Nielson et al., 1999]. To simplify the presentation we will identify a term with its unique label. Assume the labels constitute the set $\{0, \ldots, n-1\}$. We assume the following two operations:

$$
\begin{aligned}
\operatorname{Column}(j) & =\{k \mid(k \rightarrow j) \in R\} \text { where } 0 \leq j \leq n-1 \\
\operatorname{Row}(j) & =\{k \mid(j \rightarrow k) \in R\} \text { where } 0 \leq j \leq n-1
\end{aligned}
$$

Row $(j)$ represents the set of nodes reachable from $j$. Column $(j)$ represents the set of nodes that can reach $j$. Each insertion $\operatorname{Insert}\left(\left(e_{i} \rightarrow e_{j}\right), R\right)$ in the original algorithm is implemented with two instructions: $\operatorname{Insert}(i, \operatorname{Column}(j))$ and $\operatorname{Insert}(j$, Row $(i))$. Queries $\left(e_{i} \rightarrow e_{j}\right) \notin R$ are implemented as: $i \notin \operatorname{Column}(j)$ and $j \notin \operatorname{Row}(i)$. Finally, we substitute the for-loop condition

$$
4 \quad \text { for }\left(e_{k} \rightarrow e_{i}\right) \in R \text { such that }\left(e_{k} \rightarrow e_{j}\right) \notin R \quad \triangleright \text { Case trans } 1
$$

with the equivalent condition: for $k \in \operatorname{Diff}(\operatorname{Column}(i), \operatorname{Column}(j))$ and similarly the second for-loop condition is rewritten based on Row. The final algorithm is given in Fig. 4. Insertions into $R$ are marked with an asterisk, but otherwise the algorithm is kept in its original form.

### 5.1 Complexity

Time: Pre-computing a table of most-significant bits can be done as a linear traversal of all possible $\Theta(\log n)$ length words, hence it can be done in $O\left(2^{\log n}\right)=$ $O(n)$ time. Compared to the cubic-time algorithm, we have only changed the forloops. We consider the complexity of the loops and their bodies separately. The DIFF operation can be computed in $O(n / \log n)$ time. The insertion into $Q, R$,

```
Subcubic-CFA(e)
    \(Q, R \leftarrow\{e \rightarrow e \mid \operatorname{input}(e)\} \quad \triangleright\) Case refl
while \(Q \neq \emptyset\)
    do \(\left(e_{i} \rightarrow e_{j}\right) \leftarrow \operatorname{Delete}(Q)\)
        for \(k \in \operatorname{Diff}(\operatorname{Column}(i), \operatorname{Column}(j)) \quad \triangleright\) Case trans 1
            do \(\operatorname{InSERT} *\left(e_{k} \rightarrow e_{j}, R\right)\)
                \(\operatorname{Insert}\left(e_{k} \rightarrow e_{j}, Q\right)\)
            for \(k \in \operatorname{DifF}(\operatorname{Row}(j), \operatorname{Row}(i)) \quad \triangleright\) Case trans 2
                do \(\operatorname{InSERT} *\left(e_{i} \rightarrow e_{k}, R\right)\)
                \(\operatorname{Insert}\left(e_{i} \rightarrow e_{k}, Q\right)\)
            if \(e_{j}=\lambda\). \(e\) and \(\operatorname{input}\left(e_{i} e_{w}\right) \quad \triangleright\) Case app
            then if \(\left(x \rightarrow e_{w}\right) \notin R\)
                    then \(\operatorname{Insert}^{*}\left(x \rightarrow e_{w}, R\right)\)
                        Insert \(\left(x \rightarrow e_{w}, Q\right)\)
                if \(\left(e_{i} e_{w} \rightarrow e\right) \notin R\)
                    then \(\operatorname{Insert}^{*}\left(e_{i} e_{w} \rightarrow e, R\right)\)
                                    \(\operatorname{InSERT}\left(e_{i} e_{w} \rightarrow e, Q\right)\)
return \(R\)
```

Fig. 4: Subcubic algorithm

Column, and Row will only be executed once per edge. Hence the total time complexity is dominated by $O\left(n^{3} / \log n\right)$.

Space: Pre-computing the table of most-significant bits requires $O\left(2^{\log n}\right)=$ $O(n)$ space. For each term of the source program we require a Column and Row set. Each such set requires $O(n / \log n)$ space, hence their total space consumption is $O\left(n^{2} / \log n\right)$. The representation and hence the space requirements from $Q$ remain unchanged hence the overall space complexity is $O\left(n^{2}\right)$.

### 5.2 Conclusion

Since $\vdash e_{\text {start }} \rightarrow e_{\text {finish }}$ holds if and only if $\left(e_{\text {start }} \rightarrow e_{\text {finish }}\right) \in \operatorname{SuBCUBIC}-\operatorname{CFA}\left(e_{p}\right)$ holds, we thereby reach the first contribution: a significantly simpler proof of a theorem which should be attributed to Chaudhuri [2008] and Melski and Reps [2000].

Theorem 2. Control flow analysis of size $n$ and its associated decision problem can be determined in worst case $O\left(n^{3} / \log n\right)$ time on a RAM.

## 6 A First Analysis with Reachability

We now incorporate reachability into the analysis algorithm. Extending control flow analysis with reachability, e.g., for dead-code elimination, is a known improvement [Ayers, 1993, Palsberg and Schwartzbach, 1995, Biswas, 1997, Heintze and McAllester, 1997a, Gasser et al., 1997, Midtgaard and Jensen, 2008], which

$$
\begin{gathered}
\frac{\operatorname{SCOPE}(\lambda x . e) \in \operatorname{Reach}}{\lambda x . e \rightarrow \lambda x . e}(\text { REFL-LAM }) \\
\frac{e_{1} \rightarrow \lambda x . e \quad \operatorname{SCOPE}\left(e_{1} e_{2}\right) \in \operatorname{Reach}}{\operatorname{SCOPE}(e) \in \operatorname{Reach}, x \rightarrow e_{2}, e_{1} e_{2} \rightarrow e}(\mathrm{APP}) \quad \frac{e_{0} \rightarrow e_{1} e_{1} \rightarrow e_{2}}{e_{0} \rightarrow e_{2}}
\end{gathered} \text { (TRANS) }
$$

Fig. 5: Inference rules with reachability for the system $\vdash_{r}$

$$
\overbrace{(\lambda x . \underbrace{x x}_{s_{1}})(\lambda y \cdot \underbrace{y y}_{s_{2}})}^{s_{0}} \quad \begin{gathered}
\operatorname{SCOPE}((\lambda x . x x)(\lambda y . y y)) \\
=\operatorname{SCOPE}(\lambda x \cdot x x)=\operatorname{sCOPE}(\lambda y . y y)=s_{0} \\
\operatorname{SCOPE}(x x)=\operatorname{SCOPE}(x)=s_{1} \\
\operatorname{SCOPE}(y y)=\operatorname{SCOPE}(y)=s_{2}
\end{gathered}
$$

Fig. 6: Distinct lexical scopes and the SCOPE operator on the $\Omega$-combinator
gives rise to a more precise analysis. In addition to detecting dead code, the extended analysis avoids analysing unreachable code.

We formulate in Fig. 5 an improved analysis as a set of inference rules and write $\vdash_{r}$ to mean provability in this system. The improved analysis conservatively determines distinct, reachable lexical scopes in the input program. The inference rules assume the availability of an operation $\operatorname{SCOPE}(e)$ returning a unique representative of an expression $e$ 's lexical scope. Each subexpression in the input program can only belong to one lexical scope. Two nested lexical scopes are considered to be different. Subexpressions of a nested lexical scope instead belong to the nested scope. Figure 6 provides an example thereof. Formulated as an equivalence relation, we have $\operatorname{SCope}\left(e_{0} e_{1}\right)=\operatorname{SCope}\left(e_{0}\right)$ and $\operatorname{SCOPE}\left(e_{0} e_{1}\right)=\operatorname{SCOPE}\left(e_{1}\right)$. Distinct lexical scopes can be understood as the induced partitioning of the set of expressions by this equivalence relation.

Given a program $e_{p}$ we assume the axiom $\operatorname{SCOPE}\left(e_{p}\right) \in$ Reach and repeatedly apply the inference rules. The corresponding decision problem accepts two additional subexpressions $e_{\text {start }}$ and $e_{\text {finish }}$ as input and determines whether the latter is reachable from the former. The analysis strongly resembles one of Heintze and McAllester [1997a] which we will recall and formally relate to in Sec. 8.

### 6.1 A First Algorithm with Reachability

We now turn to formulating the inference system algorithmically. The algorithmic formulation naturally falls into two steps: a preprocessing step and a main step. We describe the latter first.

Main step: We formulate in Fig. 7 a worklist algorithm over edges and lexical scopes. When deleting an element from the worklist, we perform a case analysis. The basic idea is (again) to reconsider every rule that can potentially 'fire' because of the element addition. Reachable scopes are remembered in the

| operation | type | time complexity |
| ---: | :--- | :--- |
| SCOPE | Expr $\rightarrow$ Scope | $O(1)$ |
| NODESINScope | Scope $\rightarrow$ Expr list | $O(1)$ |
| $\in$ | Scope $\times$ Scopeset $\rightarrow$ bool | $O(1)$ |
| Insert | Scope $\times$ Scopeset $\rightarrow$ unit | $O(1)$ |

Table 2: Type and worst-case time complexity of scope operations
set Reach. For fast insertion and membership testing, Reach can be represented as a bit set.

Preprocessing step: For each expression $e$, add a link to $\operatorname{SCOPE}(e)$. This can be chosen as the outermost expression in a top-down traversal of the input program. In lambda nodes, where a new scope begins, a new scope is passed down to its children. At the same time, we add each expression to a linked list $\operatorname{nOdesInSCOPE}(s)$ for each scope $s$. The list represents all expressions of a specific lexical scope. We summarize the resulting operations in Table 2. We assume that the scope operations satisfy the following:

$$
\begin{aligned}
& \forall s, e: e \in \operatorname{NODESINSCOPE}(s) \Longrightarrow \operatorname{SCOPE}(e)=s \\
& \forall e: e \in \operatorname{NODESINSCOPE}(\operatorname{SCOPE}(e))
\end{aligned}
$$

### 6.2 Complexity

Time: Preprocessing an input term can be done as a linear time traversal, hence the running time of the algorithm is dominated by the main worklist loop. In the outer while-loop, every scope and edge is considered only once upon deletion from $Q$, of which there are at most $O(n)$ and $O\left(n^{2}\right)$, respectively.

For each considered scope, we iterate over its subexpressions, hence each expression is only investigated once in the iteration over nodesinScope. The total time complexity spent in the scope case is dominated by the inner for-loop in app 1. The inner for-loop iterates at most $O(n)$ times, hence the total time complexity of the scope case is $O\left(n^{2}\right)$. The total time spent in the edge case is dominated by the two consecutive (inner) for-loops, both of which are worst-case linear. Hence the overall time-complexity is $O\left(n^{3}\right)$.

Space: Maintaining SCOPE takes only $O(n)$ since there is one entry for each subexpression of the source program. Likewise nodesinScope takes only $O(n)$ space since every subexpression belongs to only one scope. Since both edges and scopes can belong to the worklist $Q$, it takes at most $O\left(n^{2}\right)+O(n)=O\left(n^{2}\right)$ space. $R$ takes $O\left(n^{2}\right)$ space and Reach takes $O(n)$ space. Hence the algorithm requires $O\left(n^{2}\right)$ space.

### 6.3 Correctness

We prove that the new algorithm implements the refined inference rules correctly.

```
Cubic-Reachability-CFA (e)
\(Q \leftarrow\{\operatorname{SCOPE}(e)\}\)
\(R \leftarrow \emptyset\)
Reach \(\leftarrow\{\operatorname{SCOPE}(e)\}\)
while \(Q \neq \emptyset\)
    do elem \(\leftarrow \operatorname{Delete}(Q)\)
        case elem of
        \(s: \triangleright^{* * * * *}\) Scope \({ }^{* * * * *}\)
            for \(e_{i} \in \operatorname{NODESINSCOPE}(s)\)
                                do if \(e_{i}=\lambda\). \(e\) and \(\left(e_{i} \rightarrow e_{i}\right) \notin R \quad \triangleright\) Case refl-lam
                    then \(\operatorname{Insert}\left(e_{i} \rightarrow e_{i}, R\right)\)
                                \(\operatorname{Insert}\left(e_{i} \rightarrow e_{i}, Q\right)\)
                            if \(e_{i}=e_{1} e_{2} \quad \triangleright\) Case app 1
                            then for \(\left(e_{1} \rightarrow \lambda x\right.\). \(\left.e_{0}\right) \in R\)
                            do if \(\operatorname{SCOPE}\left(e_{0}\right) \notin\) Reach
                                    then \(\operatorname{Insert}\left(\operatorname{SCope}\left(e_{0}\right)\right.\), Reach \()\)
                                    \(\operatorname{Insert}\left(\operatorname{SCope}\left(e_{0}\right), Q\right)\)
                                    if \(\left(x \rightarrow e_{2}\right) \notin R\)
                                    then \(\operatorname{Insert}\left(x \rightarrow e_{2}, R\right)\)
                                    Insert \(\left(x \rightarrow e_{2}, Q\right)\)
                                    if \(\left(e_{1} e_{2} \rightarrow e_{0}\right) \notin R\)
                                    then \(\operatorname{Insert}\left(e_{1} e_{2} \rightarrow e_{0}, R\right)\)
                                    \(\operatorname{Insert}\left(e_{1} e_{2} \rightarrow e_{0}, Q\right)\)
            \(\left(e_{i} \rightarrow e_{j}\right): \triangleright^{* * * * *}\) Edge \({ }^{* * * * *}\)
            for \(\left(e_{k} \rightarrow e_{i}\right) \in R\) such that \(\left(e_{k} \rightarrow e_{j}\right) \notin R \quad \triangleright\) Case trans 1
                    do \(\operatorname{InSERT}\left(e_{k} \rightarrow e_{j}, R\right)\)
                    \(\operatorname{Insert}\left(e_{k} \rightarrow e_{j}, Q\right)\)
            for \(\left(e_{j} \rightarrow e_{k}\right) \in R\) such that \(\left(e_{i} \rightarrow e_{k}\right) \notin R \quad \triangleright\) Case trans 2
                    do \(\operatorname{Insert}\left(e_{i} \rightarrow e_{k}, R\right)\)
                    \(\operatorname{Insert}\left(e_{i} \rightarrow e_{k}, Q\right)\)
            if \(e_{j}=\lambda\) x. \(e\) and \(\operatorname{SCOPE}\left(e_{i} e_{w}\right) \in\) Reach \(\quad \triangleright\) Case app 2
                    then if \(\operatorname{Scope}(e) \notin\) Reach
                    then \(\operatorname{Insert}(\operatorname{Scope}(e)\), Reach \()\)
                Insert \((\operatorname{SCope}(e), Q)\)
                    if \(\left(x \rightarrow e_{w}\right) \notin R\)
                    then \(\operatorname{Insert}\left(x \rightarrow e_{w}, R\right)\)
                        \(\operatorname{Insert}\left(x \rightarrow e_{w}, Q\right)\)
                    if \(\left(e_{i} e_{w} \rightarrow e\right) \notin R\)
                            then \(\operatorname{Insert}\left(e_{i} e_{w} \rightarrow e, R\right)\)
                                    \(\operatorname{Insert}\left(e_{i} e_{w} \rightarrow e, Q\right)\)
return \(R\), Reach
```

Fig. 7: Cubic reachability algorithm

Theorem 3. Let $R$, Reach $=$ Cubic-Reachability-CFA $\left(e_{p}\right)$.

$$
\left(e_{0} \rightarrow e_{1}\right) \in R \Longleftrightarrow \vdash_{r} e_{0} \rightarrow e_{1}
$$

The proof proceeds similarly to that of Theorem 1. Details are available in Appendix A.

### 6.4 A First, Subcubic Algorithm with Reachability

We obtain Subcubic-Reachability-CFA, a subcubic algorithm for CFA with reachability, again by changing the representation of $R$, and its associated operations into a column-row representation implemented with fast sets. We rewrite the for-loop conditions with Diff and change all insertions into $R$ into columnrow insertions using Insert* instead, substituting lines 24-29 in Fig. 7 with the following lines:

```
for \(k \in \operatorname{DifF}(\operatorname{Column}(i), \operatorname{Column}(j)) \quad \triangleright\) Case trans 1
    do \(\operatorname{Insert} *\left(\left(e_{k} \rightarrow e_{j}\right), R\right)\)
        \(\operatorname{Insert}\left(\left(e_{k} \rightarrow e_{j}\right), Q\right)\)
for \(k \in \operatorname{DifF}(\operatorname{Row}(j), \operatorname{Row}(i)) \quad \triangleright\) Case trans 2
    do \(\operatorname{Insert} *\left(\left(e_{i} \rightarrow e_{k}\right), R\right)\)
        \(\operatorname{Insert}\left(\left(e_{i} \rightarrow e_{k}\right), Q\right)\)
```


### 6.5 Complexity

Time: The time complexity analysis proceeds as the previous. Again we have only changed the representation of $R$ and the for-loops conditions, hence, as for the first algorithm, the total time complexity is dominated by $O\left(n^{3} / \log n\right)$.

Space: Pre-processing for the scope operations takes $O(n)$ space as does Reach. Again, the new representation of $R$ takes $O\left(n^{2} / \log n\right)$ space, hence the overall space complexity is still dominated by $Q$. A straightforward representation hereof requires $O\left(n^{2}\right)$ space.

### 6.6 Conclusion

Let $R$, Reach $=$ SUBCUBIC-REACHABILITY-CFA $\left(e_{p}\right)$. Since $\vdash_{r} e_{\text {start }} \rightarrow e_{\text {finish }}$ holds if and only if ( $\left.e_{\text {start }} \rightarrow e_{\text {finish }}\right) \in R$ holds, we thereby reach the second contribution.

Theorem 4. Control flow analysis with reachability of size $n$ and its associated decision problem can be determined in worst case $O\left(n^{3} / \log n\right)$ time on a RAM.

$$
\begin{array}{r}
\frac{\operatorname{SCOPE}(\lambda x . e) \in \operatorname{Reach}}{\lambda x . e \rightarrow \lambda x . e, \lambda x . e \in \operatorname{HasVals}}(\text { REFL-LAM }) \\
\frac{e_{1} \rightarrow \lambda x . e \quad \operatorname{SCOPE}\left(e_{1} e_{2}\right) \in \operatorname{Reach} \quad e_{2} \in \operatorname{HasVals}}{\operatorname{SCOPE}(e) \in \operatorname{Reach}, x \rightarrow e_{2}, e_{1} e_{2} \rightarrow e}(\mathrm{APP}) \\
\frac{e_{0} \rightarrow e_{1} \quad e_{1} \rightarrow e_{2}}{e_{0} \rightarrow e_{2}}(\mathrm{TRANS}) \quad \frac{e_{0} \rightarrow e_{1} e_{1} \in \operatorname{HasVals}}{e_{0} \in \operatorname{HasVals}}(\mathrm{HAS}-\mathrm{VAL})
\end{array}
$$

Fig. 8: Refined inference rules with reachability for the system $\vdash_{r^{\prime}}$

## 7 A More Precise Analysis with Reachability

The analysis in Fig. 5 will not analyse the body of a function if it is never called. However, the analysis will mark the body of a lambda as reachable, even if, e.g., the operands at all its call sites diverge. By augmenting the analysis further such a property can be obtained. Such an augmentation is the topic of this section.

In order to analyse function bodies only when values can flow to the operands at its call sites, we track expressions that can have a value flow to them, or expressed in graph-based terminology: expressions that can reach a value. As "can reach a value" is not a static property, we will compute it dynamically by augmenting the analysis with a set of expressions 'HasVals'. In the resulting analysis in Fig. 8, we have added the condition $e_{2} \in$ HasVals to the APP rule and added the conclusion $\lambda x . e \in$ HasVals to the REFL-LAM rule. We have furthermore added a rule has-val to propagate the property between expressions. Given a program $e_{p}$ we again assume the axiom $\operatorname{SCOPE}\left(e_{p}\right) \in$ Reach and repeatedly apply the inference rules. We write $\vdash_{r^{\prime}}$ to mean provability in this inference system. The corresponding decision problem again accepts two additional subexpressions $e_{\text {start }}$ and $e_{\text {finish }}$ as input and determines whether the latter is reachable from the former.

### 7.1 A More Precise Algorithm with Reachability

Since we added a new (dynamic) condition, we extend the corresponding worklist algorithm in Fig. 9 to work over edges, scopes, and "expressions with values". When deleting an element from worklist $Q$, we perform a case analysis over the three. The algorithm furthermore computes a set of expressions Has Vals modelling HasVals from the inference rules. We assume this set is represented, e.g., as a bit set, with constant time insertion and membership testing. Again the idea underlying the algorithm is to test all rules that can potentially apply because of a new addition.

In order to retain a reasonable size of the resulting algorithm we have factored tests and insertions into three helper procedures ChECKED-InSERT-EDGE, Checked-Insert-Scope, and Checked-Insert-Expr given in Fig. 10.

```
Refined-Cubic-Reachability-CFA(e)
\(Q \leftarrow\{\operatorname{SCOPE}(e)\}\)
\(R \leftarrow \emptyset\)
Reach \(\leftarrow\{\operatorname{SCOPE}(e)\}\)
HasVals \(\leftarrow \emptyset\)
while \(Q \neq \emptyset\)
    do elem \(\leftarrow \operatorname{Delete}(Q)\)
        case elem of
        \(e_{j}: \triangleright^{* * * * *}\) Expression \({ }^{* * * * *}\)
            for \(\left(e_{i} \rightarrow e_{j}\right) \in R \quad \triangleright\) Case has-val 1
                do Checked-Insert-Expr \(\left(e_{i}\right)\)
            if \(\operatorname{SCOPE}\left(e_{i} e_{j}\right) \in\) Reach
                            \(\triangleright\) Case app 1
                then for \(\left(e_{i} \rightarrow \lambda\right.\). \(\left.e_{0}\right) \in R\)
                    do \(\operatorname{Checked}-\operatorname{Insert}-\operatorname{Scope}\left(\operatorname{SCope}\left(e_{0}\right)\right)\)
                                    Checked-Insert-Edge \(\left(x \rightarrow e_{j}\right)\)
                                    Checked-Insert-Edge \(\left(e_{i} e_{j} \rightarrow e_{0}\right)\)
            \(s: \triangleright^{* * * * *}\) Scope \({ }^{* * * * *}\)
            for \(e_{i} \in \operatorname{NODESINSCOPE}(s)\)
                do if \(e_{i}=\lambda\).e \(\quad \triangleright\) Case refl-lam
                    then Checked-Insert-Edge \(\left(e_{i} \rightarrow e_{i}\right)\)
                        Checked-Insert-Expr \(\left(e_{i}\right)\)
                    if \(e_{i}=e_{1} e_{2}\) and \(e_{2} \in\) HasVals \(\quad \triangleright\) Case app 2
                    then for \(\left(e_{1} \rightarrow \lambda x . e_{0}\right) \in R\)
                                do Checked-Insert-Scope(Scope \(\left.\left(e_{0}\right)\right)\)
                                    Checked-Insert-Edge \(\left(x \rightarrow e_{2}\right)\)
                                    Checked-Insert-Edge \(\left(e_{1} e_{2} \rightarrow e_{0}\right)\)
            \(\left(e_{i} \rightarrow e_{j}\right): \triangleright^{* * * * *}\) Edge \({ }^{* * * * *}\)
            if \(e_{j} \in\) HasVals \(\quad \triangleright\) Case has-val 2
                then Checked-Insert- \(\operatorname{Expr}\left(e_{i}\right)\)
            for \(\left(e_{k} \rightarrow e_{i}\right) \in R\) such that \(\left(e_{k} \rightarrow e_{j}\right) \notin R \quad \triangleright\) Case trans 1
                do \(\operatorname{Insert}\left(e_{k} \rightarrow e_{j}, R\right)\)
                    \(\operatorname{INSERT}\left(e_{k} \rightarrow e_{j}, Q\right)\)
            for \(\left(e_{j} \rightarrow e_{k}\right) \in R\) such that \(\left(e_{i} \rightarrow e_{k}\right) \notin R \quad \triangleright\) Case trans 2
                do \(\operatorname{Insert}\left(e_{i} \rightarrow e_{k}, R\right)\)
                    \(\operatorname{Insert}\left(e_{i} \rightarrow e_{k}, Q\right)\)
            if \(e_{j}=\lambda x\). \(e\) and \(\operatorname{SCOPE}\left(e_{i} e_{w}\right) \in\) Reach and \(e_{w} \in\) HasVals
                then Checked-Insert-Scope \((\operatorname{Scope}(e)) \quad \triangleright\) Case app 3
                    Checked-Insert-Edge \(\left(x \rightarrow e_{w}\right)\)
                    Checked-Insert-Edge \(\left(e_{i} e_{w} \rightarrow e\right)\)
return \(R\), Reach
```

Fig. 9: More precise, cubic time reachability algorithm

```
Checked-Insert-Edge( }\mp@subsup{e}{i}{}->\mp@subsup{e}{j}{})\quad\mathrm{ Checked-Insert-Scope(s)
if (e}\mp@subsup{e}{i}{}->\mp@subsup{e}{j}{})\not\in
    if s\not\inReach
    then Insert ( }\mp@subsup{e}{i}{}->\mp@subsup{e}{j}{},R)\quad2 then Insert(s,Reach
        Insert (e }\mp@subsup{e}{i}{}->\mp@subsup{e}{j}{\prime},Q) 3 Insert (s,Q
Checked-Insert-Expr(e)
if e\not\inHasVals
            then Insert(e, HasVals)
                Insert(e,Q)
```

Fig. 10: Factored helper procedures

### 7.2 Complexity

Time: Each of the three procedures in Fig. 10 are constant time as they do a constant time test and two constant time insertions. We now analyse each of the three cases separately.

Expression case: all expressions are considered only once. The two inner loops are both linear, hence the total time spent in the expression case take $O\left(n^{2}\right)$ time. Scope case: the first for-loop will iterate in total at most $n$ times since each expression will only belong to one scope. Each such iteration uses $O(n)$ time, hence the total time spent is $O\left(n^{2}\right)$. Edge case: There are $O\left(n^{2}\right)$ possible edges, for which we may run two linear for-loops, hence the total time spent is $O\left(n^{3}\right)$.

Space: The space complexity of HasVals is $O(n)$. The space requirements of the remaining algorithm remains the same, hence the total space complexity is still $O\left(n^{2}\right)$.

### 7.3 Correctness

Theorem 5. Let $R$, Reach $=$ Refined-Cubic-Reachability-CFA $\left(e_{p}\right)$.

$$
\left(e_{0} \rightarrow e_{1}\right) \in R \Longleftrightarrow \vdash_{r^{\prime}} e_{0} \rightarrow e_{1}
$$

The proof proceeds similarly to that of Theorems 1 and 3. Details are available in Appendix B.

### 7.4 A More Precise, Subcubic Algorithm with Reachability

A subcubic algorithm, Refined-Subcubic-Reachability-CFA, for the refined analysis is obtained by again changing the representation of $R$ and its associated operations into a column-row representation implemented with fast sets. Again we rewrite the for-loop conditions with DIFF and change all insertions into $R$ into column-row insertions, substituting lines 29-34 in Fig. 9 with the following lines:

```
for k}\operatorname{EDifF}(\operatorname{ColumN}(i),\operatorname{ColumN}(j)) \triangleright Case trans 
    do InsERT*}((\mp@subsup{e}{k}{}->\mp@subsup{e}{j}{}),R
        InSert (( }\mp@subsup{e}{k}{}->\mp@subsup{e}{j}{\prime}),Q
for }k\in\operatorname{DifF}(\operatorname{Row}(j),\operatorname{Row}(i))\quad\triangleright\mathrm{ Case trans 2
    do InSERT* ((ei-> e ek}),R
        Insert(( }\mp@subsup{e}{i}{}->\mp@subsup{e}{k}{}),Q
```


### 7.5 Complexity

Time: The time complexity of the operations on $R$ and hence the majority of the refined algorithm remain unaffected by the change. As before the algorithm therefore has $O\left(n^{3} / \log n\right)$ time complexity.

Space: Compared to the previous subcubic reachability algorithm we have only added Has Vals taking at most $O(n)$ space. The addition therefore does not affect the overall $O\left(n^{2}\right)$ space complexity.

### 7.6 Conclusion

Let $R$, Reach $=$ Refined-Subcubic-Reachability-CFA $\left(e_{p}\right)$. Since the reachability $\vdash_{r^{\prime}} e_{\mathrm{start}} \rightarrow e_{\text {finish }}$ holds if and only if $\left(e_{\mathrm{start}} \rightarrow e_{\mathrm{finish}}\right) \in R$ holds, we thereby reach the third contribution.

Theorem 6. Control flow analysis with refined reachability of size $n$ and its associated decision problem can be determined in worst case $O\left(n^{3} / \log n\right)$ time on a RAM.

## 8 Equivalence

In this section, we relate the three analyses presented thus far and prove each successive analysis is a refinement of its predecessors. We then relate the refined reachability analysis of Fig. 8 to a known flow analysis from the literature, namely the set-based abstraction (SBA) analysis of Heintze and McAllester [1997a]. By doing so, we are able to appeal to the soundness result of set-based analysis to prove soundness for the analyses presented here. Moreover, we show decision problems for set-based analysis can be decided in subcubic time.

Theorem 7. $\vdash_{r} e \rightarrow e^{\prime} \Longrightarrow \vdash e \rightarrow e^{\prime}$
Proof. We prove the statement,

$$
\vdash_{r} e \rightarrow e^{\prime} \Longrightarrow \vdash e \rightarrow e^{\prime} \wedge \vdash_{r} \operatorname{SCOPE}(e) \in \operatorname{Reach} \Longrightarrow \operatorname{input}(e)
$$

by mutual induction on the derivation of $\vdash_{r} e \rightarrow e^{\prime}$ and $\vdash_{r} \operatorname{SCOPE}(e) \in$ Reach.
In the base case, $\vdash_{r} \operatorname{SCOPE}\left(e_{p}\right) \in$ Reach implies input $\left(e_{p}\right)$ by the definition of input. Each inductive case holds by appealing to the induction hypothesis, the definition of input, and applying the corresponding $\vdash$ rule.

$$
\begin{aligned}
& \frac{\operatorname{EVAL}\left(e_{1} e_{2}\right)}{\operatorname{EVAL}\left(e_{1}\right), \operatorname{EVAL}\left(e_{2}\right)}\left(\mathrm{BETA}^{\prime}\right) \quad \frac{\operatorname{EVAL}\left(e_{1} e_{2}\right) \quad e_{1} \rightarrow \lambda x . e \quad e_{2} \rightarrow v}{x \rightarrow v, e_{1} e_{2} \rightarrow e} \text { (BETA) } \\
& \frac{\operatorname{EVAL}(\lambda x . e)}{\lambda x . e \rightarrow \lambda x . e}(\mathrm{IDENT}) \quad \frac{e_{1} \rightarrow e_{2}}{\operatorname{EVAL}\left(e_{2}\right)}(\mathrm{CALL}) \quad \frac{e_{1} \rightarrow e_{2} e_{2} \rightarrow v}{e_{1} \rightarrow v} \text { (RETURN) }
\end{aligned}
$$

Fig. 11: Heintze and McAllester [1997a] SBA inference rules with reachability

Theorem 8. $\vdash_{r^{\prime}} e \rightarrow e^{\prime} \Longrightarrow \vdash_{r} e \rightarrow e^{\prime}$
Proof. We prove the statement,
$\vdash_{r^{\prime}} e \rightarrow e^{\prime} \Longrightarrow \vdash_{r} e \rightarrow e^{\prime} \wedge \vdash_{r^{\prime}} \operatorname{SCOPE}(e) \in \operatorname{Reach} \Longrightarrow \vdash_{r} \operatorname{SCOPE}(e) \in \operatorname{Reach}$,
by mutual induction on the derivation of $\vdash_{r^{\prime}} e \rightarrow e^{\prime}$ and $\vdash_{r^{\prime}} \operatorname{SCOPE}(e) \in$ Reach. The base case holds trivially. Each inductive case holds by appealing to the induction hypothesis and applying the corresponding $\vdash_{r}$ rule.

We now turn to the SBA analysis of Heintze and McAllester [1997a]. In Fig. 11 we recall the SBA inference system. Given a program $e_{p}$ we assume the axiom $\operatorname{EVAL}\left(e_{p}\right)$ and repeatedly apply the inference rules. We write $\vdash_{s b a}$ to mean provability in this system. First, we prove that if one expression reaches another under SBA, it does so under our refined reachability analysis, and therefore under all of the analyses considered. This is sufficient to establish the soundness of all the analyses presented here since SBA is sound.

We first prove a needed lemma showing that if an expression reaches a value, it is in HasVals.

Lemma 1. $\vdash_{r^{\prime}} e \rightarrow v \Longrightarrow \vdash_{r^{\prime}} e \in$ HasVals
Proof. By induction on the derivation of $\vdash_{r^{\prime}} e \rightarrow v$. The REFL-LAM case is trivial. The trans case follows by the induction hypothesis and has-val. In the APP case, we have $\vdash_{r^{\prime}} x \in$ HasVals by HAS-vaL. If $\vdash_{r^{\prime}} e_{1} e_{2} \rightarrow e$ where $e$ is a value, then REFL-LAM applies and $\vdash_{r^{\prime}} e_{1} e_{2} \in$ HasVals follows by HAS-VAL.

Theorem 9. $\vdash_{s b a} e \rightarrow e^{\prime} \Longrightarrow \vdash_{r^{\prime}} e \rightarrow e^{\prime}$
Proof. We prove the statement,

$$
\vdash_{s b a} e \rightarrow e^{\prime} \Longrightarrow \vdash_{r^{\prime}} e \rightarrow e^{\prime} \wedge \vdash_{s b a} \operatorname{EVAL}(e) \Longrightarrow \vdash_{r^{\prime}} \operatorname{SCOPE}(e) \in \operatorname{Reach},
$$

by mutual induction on the derivation of $\vdash_{s b a} e \rightarrow e^{\prime}$ and $\vdash_{s b a} \operatorname{EVAL}(e)$.
In the base case, $\operatorname{EVAL}\left(e_{p}\right)$ implies $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{p}\right) \in$ Reach by definition. Case BETA': by the induction hypothesis, $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{1} e_{2}\right) \in$ Reach, and the case holds by the definition of SCOPE. Case IDENT: by the induction hypothesis, $\vdash_{r^{\prime}} \operatorname{SCOPE}(\lambda x . e) \in$ Reach, so the case holds by REFL-LAM. Case BETA: by the induction hypothesis, $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{1} e_{2}\right) \in$ Reach, $e_{1} \rightarrow \lambda x . e, e_{2} \rightarrow v$. By Lemma 1,
$\vdash_{r^{\prime}} e_{2} \in$ HasVals, so $\vdash_{r^{\prime}} x \rightarrow e_{2}, e_{1} e_{2} \rightarrow e$ follows by APP. Finally, $\vdash_{r^{\prime}} x \rightarrow v$ follows by trans, and the case holds. Case call: by the induction hypothesis, $\vdash_{r^{\prime}} e_{1} \rightarrow e_{2}$. Since $\vdash_{r^{\prime}} e \rightarrow e^{\prime}$ implies $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e^{\prime}\right) \in$ Reach, which is proved by induction on the derivation of $\vdash_{r^{\prime}} e \rightarrow e^{\prime}$, the case holds. Case return: by the induction hypothesis, $\vdash_{r^{\prime}} e_{1} \rightarrow e_{2}, e_{2} \rightarrow v$, so the case holds by TRANS.

The alert reader may have noticed that the conclusion $x \rightarrow v$ in the BETA rule in Fig. 11 differs slightly from the corresponding conclusion $x \rightarrow e_{2}$ in the APP rule of Fig. 8. As a consequence all inclusions (reachability arrows) of the refined algorithm cannot be proved by Heintze and McAllester's analysis. We instead prove the following, weaker theorem, relating inclusions between expressions and syntactic values. The proof is available in Appendix C.
Theorem 10. $\vdash_{r^{\prime}} e \rightarrow v \Longrightarrow \vdash_{s b a} e \rightarrow v$
Putting the above minor difference aside, the final refined analysis $\vdash_{r^{\prime}}$ can be understood as a two-step version of Heintze and McAllester's analysis in which transitive implications of BETA' are pre-computed exhaustively, thereby enabling the marking of all subexpressions in a lexical scope as reachable as soon as the outermost expression of the same scope becomes reachable.

Heintze and McAllester's analysis may be formulated as a decision problem termed set-based reachability, by accepting two additional subexpressions $e_{\text {start }}$ and $v_{\text {finish }}$ and determining whether the latter syntactic value is reachable from the former expression.

Theorem 11. Set-based abstraction analysis with refined reachability of size $n$ and its associated decision problem can be determined in worst case $O\left(n^{3} / \log n\right)$ time on a RAM.

## 9 Conclusion and Perspectives

Fast sets require an architecture with constant-time bit operations on $\Theta(\log n)$ size words. Compared to the textbook RAM model, this may seem a substantial requirement. Consider the undergraduate binary search algorithm in a sorted array of size $n$. This requires computing the average of two numbers in the range $[0 \ldots n-1]$. Such numbers require $O(\log n)$ bits, hence we are relying on constant time addition of $O(\log n)$ bit numbers. In this light, requiring constant time for similar operations such as complement or bitwise and, seems less demanding.

Heintze and McAllester [1997b] define a subcubic algorithm as a RAM algorithm that operates in time $O\left(n^{k}\right)$ with $k<3$. By this definition, neither the Rytter [1985] algorithm, nor those presented here would be considered subcubic. However, by examining the limit of $n^{3} /\left(n^{3} / \log n\right)=\log n$ it is clear that $n^{3} / \log n=o\left(n^{3}\right)$. Hence we use subcubic time to mean less than cubic time, as does Chaudhuri [2008], and other researchers in the algorithms research literature [Zwick, 2006, Chan, 2007, Han, 2008]. Instead the term truly subcubic is sometimes used to refer to algorithms of time complexity $O\left(n^{k}\right)$ with $k<3$ [Zwick, 2006, Chan, 2007].

CFA is complete for both 2NPDA [Heintze and McAllester, 1997b] and PTIME [Melski and Reps, 2000, Van Horn and Mairson, 2007], yet it is not clear what the relationship is between these classes. In part, this is because the 2NPDA inclusion proof is sensitive to representation choices and problem formulations. Heintze and McAllester [1997b] use an encoding of lambda-terms that requires a non-standard bit string labelling scheme in which identical subterms have the same labels. They remark that without this labelling scheme, the problem "appears not to be in 2NPDA." Moreover, the notions of reduction for 2NPDA-hard and PTIME-hard relies on different computational models. For a problem to be 2NPDA-hard, all problems in the class must be reducible in $O(n R(\log n))$ time on a RAM, where $R$ is a polynomial [Heintze and McAllester, 1997b], whereas to be PTIME-hard, all problems in the class must be reducible using a $O(\log n)$ space work-tape on a TM.

Historically, researchers have approached the cubic bottleneck from different angles. One such approach is to add input assumptions, e.g., accepting boundedtype programs [Heintze and McAllester, 1997c]. Another approach has been to explore faster but less precise analyses, e.g., almost linear time simple closure analysis based on equalities rather than inclusions [Henglein, 1992, Bondorf and Jørgensen, 1993].

We have given the first direct subcubic algorithms for performing both the standard notion of flow analysis and two more precise variants incorporating reachability. In retrospect, the present results were achievable a decade ago. Rather than using 2NPDA-completeness as an argument for dismissing further investigation of algorithmic improvements, we view the above results as an invitation to re-investigate them.
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## A Proof of Theorem 3

Proof. Let $e_{p}$ be given.

1. We prove the statement

$$
\left(\left(e_{0} \rightarrow e_{1}\right) \in R \Longrightarrow \vdash_{r} e_{0} \rightarrow e_{1}\right) \wedge\left(s \in \text { Reach } \Longrightarrow \vdash_{r} s \in \text { Reach }\right)
$$

from which the left-to-right direction of Theorem 3 follows. We reason about the algorithm using the following loop invariant:

$$
\begin{align*}
\left(e_{0} \rightarrow e_{1}\right) \in R & \Longrightarrow \vdash_{r} e_{0} \rightarrow e_{1} \wedge  \tag{a}\\
\left(e_{0} \rightarrow e_{1}\right) \in Q & \Longrightarrow\left(e_{0} \rightarrow e_{1}\right) \in R \wedge  \tag{b}\\
s \in \operatorname{Reach} & \Longrightarrow \vdash_{r} s \in \operatorname{Reach} \wedge  \tag{c}\\
s \in Q & \Longrightarrow \vdash_{r} s \in \operatorname{Reach} \tag{d}
\end{align*}
$$

Invariant holds at while-loop entry: Since $R$ is empty and $Q$ contains no edges, only scopes, (a) and (b) trivially hold. Since we assume the axiom $\vdash_{r} \operatorname{SCOPE}\left(e_{p}\right) \in$ Reach and that all sub-expressions of $e_{p}$ are part of the input program, (c) and (d) hold as well.

Invariant is preserved by while-loop iteration: Assume the invariant holds; we prove it holds after each of the two cases.
Case $s$ : From our scope operation assumptions, we have $\operatorname{SCOPE}\left(e_{i}\right)=s$. From (d), it follows that $\vdash_{r} s \in$ Reach. There are now two possibilities:
(1) $e_{i}=\lambda x$. $e$ : Parts (c) and (d) remain true as their conditions are untouched. We argue the invariant is preserved for the potential new edge additions to $R$ and $Q$. By Refl-Lam, $\vdash_{r} e_{i} \rightarrow e_{i}$ and hence (a) holds. The edge ( $e_{i} \rightarrow e_{i}$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds.
(2) $e_{i}=e_{1} e_{2}$ : If $\left(e_{1} \rightarrow \lambda x . e_{0}\right) \in R$, it follows from (a) that $\vdash_{r} e_{1} \rightarrow \lambda x . e_{0}$. For each of the three conditionals, we argue the invariant still holds for the potential new additions to $R$ and $Q$.
(3a) Parts (a) and (b) remain true as their conditions are untouched. Now $\vdash_{r} \operatorname{SCOPE}\left(e_{1} e_{2}\right) \in$ Reach follows from the above, so by APP, (c) and (d) hold.
(3b) Parts (c) and (d) remain true as their conditions are untouched. Now $\vdash_{r} x \rightarrow e_{2}$ follows by APP, so (a) holds. The edge ( $x \rightarrow e_{2}$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds.
(3c) Parts (c) and (d) remain true as their conditions are untouched. Now $\vdash_{r} e_{1} e_{2} \rightarrow e_{0}$ again follows by APP, so (a) holds. The edge ( $e_{1} e_{2} \rightarrow e_{0}$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds.

Case ( $e_{i} \rightarrow e_{j}$ ): From (b), we have $\vdash_{r} e_{i} \rightarrow e_{j}$. For each new addition, we again argue the invariant is preserved.
Case trans 1: Parts (c) and (d) remain true as their conditions are untouched. If $\left(e_{k} \rightarrow e_{i}\right) \in R$, from (a) we have $\vdash_{r} e_{k} \rightarrow e_{i}$. Hence, $\vdash_{r} e_{k} \rightarrow e_{j}$ by tRANs,
so (a) holds. The edge ( $e_{k} \rightarrow e_{j}$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds.
Case trans 2: Parts (c) and (d) remain true as their conditions are untouched. If $\left(e_{j} \rightarrow e_{k}\right) \in R$, from (a) we have $\vdash_{r} e_{j} \rightarrow e_{k}$. Hence, $\vdash_{r} e_{i} \rightarrow e_{k}$ by trans, so (a) holds. The edge ( $e_{i} \rightarrow e_{k}$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds.
Case app 2: If $e_{j}=\lambda x$. $e$ and $\operatorname{SCOPE}\left(e_{i} e_{w}\right) \in$ Reach, it follows from (c) that $\vdash_{r} \operatorname{SCOPE}\left(e_{i} e_{w}\right) \in$ Reach.
Case (app-2-a): Parts (a) and (b) remain true as their conditions are untouched. Parts (c) and (d) follow immediately from the above by APP.
Case (app-2-b): Parts (c) and (d) remain true as their conditions are untouched. Part (a) follows immediately from the above by APP. The edge $\left(x \rightarrow e_{w}\right)$ belongs to both $R$ and $Q$ after the insertion, so (b) holds.
Case (app-2-c): Parts (c) and (d) remain true as their conditions are untouched. Part (a) follows immediately from the above by APP. The edge ( $e_{i} e_{w} \rightarrow e$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds.
2. The right-to-left direction of the proof relies on three observations: (1) insertions into $R$ and $Q$ are always simultaneous. (2) insertions into Reach and $Q$ are always simultaneous. (3) $R$ and Reach grow increasingly over time, since edges and scopes are never deleted from them.
The run of Cubic-Reachability-CFA consists of a sequence of modifications to $Q, R$, and Reach, which we model as a sequence of triples

$$
\left(Q_{0}, R_{0}, \text { Reach }_{0}\right) \ldots\left(Q_{n}, R_{n}, \text { Reach }_{n}\right)
$$

such that (a) two consecutive $Q$ 's differ only by one inserted or deleted edge or scope node, (b) two consecutive $R$ 's may differ only by an inserted edge, and (c) two consecutive Reach's may differ only by an inserted scope node. Since edges are never deleted from $R$ and scope nodes are never deleted from Reach, we prove the statement

$$
\begin{aligned}
\vdash_{r} e_{0} \rightarrow e_{1} & \Longrightarrow \text { exists a least } i \text {, s.t. }\left(e_{0} \rightarrow e_{1}\right) \in R_{i} \wedge\left(e_{0} \rightarrow e_{1}\right) \in Q_{i} \\
\vdash_{r} s \in \text { Reach } & \Longrightarrow \text { exists a least } i \text {, s.t. } s \in \operatorname{Reach}_{i} \wedge s \in Q_{i},
\end{aligned}
$$

from which the right-to-left direction of Theorem 3 follows. The proof proceeds by mutual structural induction on the inference trees for $\vdash_{r} e_{0} \rightarrow e_{1}$ and $\vdash_{r} s \in$ Reach.
For derivations using the axiom $\vdash_{r} \operatorname{SCOPE}\left(e_{p}\right) \in$ Reach, clearly there exists Reach $_{0}$ and $Q_{0}$ such that the above holds from the initialization in lines 1 and 3 . Now assume the statement holds for all structurally smaller derivation trees. There are three remaining cases.
Case REFL-LAM: If $\vdash_{r} e_{0} \rightarrow e_{1}$ uses the REFL-LAM rule, we have $e_{0}=e_{1}=$ $\lambda x . e$, and by the induction hypothesis, there exists a $\operatorname{SCOPE}(\lambda x . e) \in \operatorname{Reach}_{i}$ and $\operatorname{Scope}(\lambda x . e) \in Q_{i}$. Hence when $\operatorname{SCOPE}(\lambda x . e)$ is later deleted from $Q$, $\lambda x . e \in \operatorname{NODESINSCOPE}(\operatorname{SCOPE}(\lambda x . e))$ holds by the scope operation assumptions. If $(\lambda x . e \rightarrow \lambda x . e) \in R$, it was inserted simultaneously in $Q$ thereby proving existence. Otherwise, we add it to both thereby proving existence.

Case APP: If $\vdash_{r} s \in$ Reach uses the APP rule, we have that $s=\operatorname{SCope}(e)$ and there exists $e_{1} e_{2}$ such that $\vdash_{r} e_{1} \rightarrow \lambda x$. $e$ and $\vdash_{r} \operatorname{SCOPE}\left(e_{1} e_{2}\right) \in$ Reach. Hence by the induction hypothesis, there exists a least $i$ such that $\left(e_{1} \rightarrow\right.$ $\lambda x . e) \in R_{i}$ and $\left(e_{1} \rightarrow \lambda x . e\right) \in Q_{i}$, and there exists a least $j$ such that $\operatorname{SCOPE}\left(e_{1} e_{2}\right) \in \operatorname{Reach}_{j}$ and $\operatorname{SCOPE}\left(e_{1} e_{2}\right) \in Q_{j}$. The situation $i=j$ is impossible as insertions always happen pairwise: two scope insertions or two edge insertions. If $i<j$ when $\operatorname{SCOPE}\left(e_{1} e_{2}\right)$ is deleted from $Q$, we have $e_{1} e_{2} \in$ NODESINSCOPE $\left(\operatorname{SCOPE}\left(e_{1} e_{2}\right)\right)$ by the scope operation assumptions. At this point in time, $\left(e_{1} \rightarrow \lambda x . e\right) \in R$. Hence if $\operatorname{Scope}(e) \notin$ Reach, we add it to both Reach and $Q$ thereby proving existence. If already $\operatorname{SCOPE}(e) \in R e a c h$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $i>j$ when $\left(e_{1} \rightarrow \lambda x\right.$. e) is deleted from $Q$, we have $\operatorname{SCOPE}\left(e_{1} e_{2}\right) \in R e a c h$. Hence if $\operatorname{Scope}(e) \notin$ Reach, we add it to both Reach and $Q$ thereby proving existence. If already $\operatorname{SCOPE}(e) \in$ Reach, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence.
If $\vdash_{r} e_{0} \rightarrow e_{1}$ uses the APP rule, there are two cases to consider: one for each of the remaining conclusions. If $e_{0} \rightarrow e_{1}=x \rightarrow e_{2}^{\prime}$, there exists $e_{1}^{\prime} e_{2}^{\prime}$ such that $e_{0}=x, e_{1}=e_{2}^{\prime}$, and by the induction hypothesis there exists a least $i$ such that ( $e_{1}^{\prime} \rightarrow \lambda x$.e) belongs to both $R_{i}$ and $Q_{i}$. Also by the induction hypothesis, there exists a least $j$ such that $\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right)$ belongs to both Reach ${ }_{j}$ and $Q_{j}$. Again the situation $i=j$ is impossible. If $i<j$ when $\operatorname{Scope}\left(e_{1}^{\prime} e_{2}^{\prime}\right)$ is deleted from $Q, e_{1}^{\prime} e_{2}^{\prime} \in \operatorname{NodesInScope}\left(\operatorname{Scope}\left(e_{1}^{\prime} e_{2}^{\prime}\right)\right)$ by the scope operation assumptions. At this point in time, $\left(e_{1}^{\prime} \rightarrow \lambda x . e\right) \in R$. Hence if $\left(x \rightarrow e_{2}^{\prime}\right) \notin R$, we add it to both $R$ and $Q$ thereby proving existence. If already $\left(x \rightarrow e_{2}^{\prime}\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $i>j$ when $\left(e_{1}^{\prime} \rightarrow \lambda x . e\right)$ is deleted from $Q$, we have $\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right) \in$ Reach. Hence if $\left(x \rightarrow e_{2}^{\prime}\right) \notin R$, we add it to both $R$ and $Q$ thereby proving existence. If already $\left(x \rightarrow e_{2}^{\prime}\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence.
If $e_{0} \rightarrow e_{1}=e_{1}^{\prime} e_{2}^{\prime} \rightarrow e$, we have $e_{0}=e_{1}^{\prime} e_{2}^{\prime}$ and $e_{1}=e$, and by the induction hypothesis there exists a least $i$ such that ( $e_{1}^{\prime} \rightarrow \lambda x$.e) belongs to both $R_{i}$ and $Q_{i}$. Also by the induction hypothesis, there exists a least $j$ such that $\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right)$ belongs to both $R e a c h_{j}$ and $Q_{j}$. Again the situation $i=j$ is impossible. If $i<j$ when $\operatorname{SCope}\left(e_{1}^{\prime} e_{2}^{\prime}\right)$ is deleted from $Q$, we have $e_{1}^{\prime} e_{2}^{\prime} \in \operatorname{NODESINSCOPE}\left(\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right)\right)$ by the scope operation assumptions. At this point in time, $\left(e_{1}^{\prime} \rightarrow \lambda x . e\right) \in R$. Hence if $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \notin R$, we add it to both $R$ and $Q$ thereby proving existence. If already $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $i>j$ when $\left(e_{1}^{\prime} \rightarrow \lambda x . e\right)$ is deleted from $Q$, we have $\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right) \in$ Reach. Hence if $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \notin R$, we add it to both $R$ and $Q$ thereby proving existence. If already $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence.
Case trans: If $\vdash_{r} e_{0} \rightarrow e_{1}$ uses the TRANS rule, there exists $e$ such that $\vdash_{r} e_{0} \rightarrow e, e \rightarrow e_{1}$. By the induction hypothesis, there exists a least $i$ such that $\left(e_{0} \rightarrow e\right)$ belongs to both $R_{i}$ and $Q_{i}$, and there exists a least $j$ such that $\left(e \rightarrow e_{1}\right)$ belongs to both $R_{j}$ and $Q_{j}$. If $i=j$, we have $e_{0}=e_{1}=e$ hence
existence follows from the induction hypothesis. If $i<j$ when $\left(e \rightarrow e_{1}\right)$ is deleted from $Q$, we have $\left(e_{0} \rightarrow e\right) \in R$. If $\left(e_{0} \rightarrow e_{1}\right) \notin R$, we insert it in both $R$ and $Q$ in trans 1, thereby proving existence. If already $\left(e_{0} \rightarrow e_{1}\right) \in R$, it was earlier inserted simultaneously into both $R$ and $Q$ thereby proving existence. If $i>j$ when $\left(e_{0} \rightarrow e\right)$ is deleted from $Q$, we have $\left(e \rightarrow e_{1}\right) \in R$. If $\left(e_{0} \rightarrow e_{1}\right) \notin R$, we insert it in both $R$ and $Q$ in trans 2, thereby proving existence. If already $\left(e_{0} \rightarrow e_{1}\right) \in R$, it was earlier inserted simultaneously into both $R$ and $Q$ thereby proving existence.

## B Proof of Theorem 5

Proof. Let $e_{p}$ be given.

1. We prove the statement

$$
\begin{aligned}
\left(e_{0} \rightarrow e_{1}\right) \in R & \Longrightarrow \vdash_{r^{\prime}} e_{0} \rightarrow e_{1} \wedge \\
s \in \text { Reach } & \Longrightarrow \vdash_{r^{\prime}} s \in \operatorname{Reach} \wedge \\
e_{0} \in \text { Has Vals } & \Longrightarrow \vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{0}\right) \in \operatorname{Reach},
\end{aligned}
$$

from which the left-to-right direction of Theorem 5 follows. We reason about the algorithm using the following loop invariant:

$$
\begin{align*}
\left(e_{0} \rightarrow e_{1}\right) \in R & \Longrightarrow \vdash_{r^{\prime}} e_{0} \rightarrow e_{1} \wedge  \tag{a}\\
\left(e_{0} \rightarrow e_{1}\right) \in Q & \Longrightarrow\left(e_{0} \rightarrow e_{1}\right) \in R \wedge  \tag{b}\\
s \in \text { Reach } & \Longrightarrow \vdash_{r^{\prime}} s \in \text { Reach } \wedge  \tag{c}\\
s \in Q & \Longrightarrow \vdash_{r^{\prime}} s \in \text { Reach } \wedge  \tag{d}\\
e_{0} \in \text { HasVals } & \Longrightarrow \vdash_{r^{\prime}} e_{0} \in \text { HasVals } \wedge  \tag{e}\\
e_{0} \in Q & \Longrightarrow \vdash_{r^{\prime}} e_{0} \in \text { HasVals } \tag{f}
\end{align*}
$$

Invariant holds at while-loop entry: Since $R$ is empty and there are no edges in $Q$, (a) and (b) are trivially satisfied. Since we assume the axiom $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{p}\right) \in$ Reach, and all sub-expressions of $e_{p}$ are part of the input program, (c) and (d) hold as well. As HasVals is empty, (e) also holds. Finally, there are no expressions in $Q$, hence (f) holds.

Invariant is preserved by while-loop iteration: Assume the invariant holds. We prove it holds after the insertions in each of the three cases.
Case $e_{j}$ : From (f), it follows that $\vdash_{r^{\prime}} e_{j} \in$ HasVals. For each $\left(e_{i} \rightarrow e_{j}\right) \in R$ in case has-val 1, it follows from (a) that $\vdash_{r^{\prime}} e_{i} \rightarrow e_{j}$. Hence by HAS-vals, we have $\vdash_{r^{\prime}} e_{i} \in$ HasVals, thereby fulfilling (e) and (f) for each new insertion into HasVals and $Q$. The conditions for (a),(b),(c), and (d) are untouched and hence still hold.
In case app 1 , assume that $\operatorname{SCOPE}\left(e_{i} e_{j}\right) \in$ Reach and that $\left(e_{i} \rightarrow \lambda x . e_{0}\right) \in R$. From (c) and (a), it follows $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{i} e_{j}\right) \in$ Reach, $e_{i} \rightarrow \lambda x$. $e_{0}$. By APP
$\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{0}\right) \in$ Reach, $x \rightarrow e_{j}, e_{i} e_{j} \rightarrow e_{0}$ now follow. After the first insertion, (c) and (d) still hold. As the conditions for (a),(b),(e), and (f) are untouched, they still hold. After the second insertion (a) and (b) still hold. As the conditions for (c),(d),(e), and (f) are untouched, they still hold. Finally, after the third insertion, (a) and (b) still hold. As the conditions for (c),(d),(e), and (f) are untouched, they also still hold.

Case $s$ : From our scope operation assumptions, we have $\operatorname{SCOPE}\left(e_{i}\right)=s$. From (d), $\vdash_{r^{\prime}} s \in$ Reach follows. There are now two possibilities:
(1) $e_{i}=\lambda x$. e: Parts (c) and (d) remain true as their conditions are untouched and we argue the invariant is preserved for the potential new edge and expression additions to $R$, HasVals, and $Q$. By Refl-LAm, $\vdash_{r^{\prime}} e_{i} \rightarrow e_{i}$ holds and hence (a) follows immediately from the above. The edge ( $e_{i} \rightarrow e_{i}$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds. Furthermore, $\vdash_{r^{\prime}} e_{i} \in$ HasVals holds by REFL-LAM, hence (e) follow immediately from the above. As $e_{i}$ belongs to both HasVals and $Q$ after the insertion, (f) also holds.
(2) $e_{i}=e_{1} e_{2}$ and $e_{2} \in$ HasVals: If $\left(e_{1} \rightarrow \lambda x . e_{0}\right) \in R$, it follows from (a) that $\vdash_{r^{\prime}} e_{1} \rightarrow \lambda x . e_{0}$, and from (e) that $\vdash_{r^{\prime}} e_{2} \in$ HasVals. For each of the three conditionals, we argue that the invariant still holds for the potential new additions to $R$ and $Q$.
(3a) Parts (a),(b),(e), and (f) remain true as their conditions are untouched. $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{1} e_{2}\right) \in$ Reach follows from the above, hence (c) and (d) hold by APP.
(3b) Parts (c),(d),(e), and (f) remain true as their conditions are untouched. Now $\vdash_{r^{\prime}} x \rightarrow e_{2}$ follows from the above by APP and hence (a) holds. The edge $\left(x \rightarrow e_{2}\right)$ belongs to both $R$ and $Q$ after the insertion, so (b) holds.
(3c) Parts (c),(d),(e), and (f) remain true as their conditions are untouched. Now $\vdash_{r^{\prime}} e_{1} e_{2} \rightarrow e_{0}$ again follows by APP, so (a) holds. The edge $\left(e_{1} e_{2} \rightarrow e_{0}\right)$ belongs to both $R$ and $Q$ after the insertion, so (b) holds.

Case $\left(e_{i} \rightarrow e_{j}\right)$ : From (b) we have that $\vdash_{r^{\prime}} e_{i} \rightarrow e_{j}$. For each new addition, we again argue the invariant is preserved.
Case has-val 1: If $e_{j} \in$ HasVals, from (e) we have $\vdash_{r^{\prime}} e_{j} \in$ HasVals. By HAS-VAL, $\vdash_{r^{\prime}} e_{i} \in$ HasVals, so (e) and (f) hold.
Case trans 1: If $\left(e_{k} \rightarrow e_{i}\right) \in R$, from (a) we have that $\vdash_{r^{\prime}} e_{k} \rightarrow e_{i}$. By TRANS, $\vdash_{r^{\prime}} e_{k} \rightarrow e_{j}$, so (a) holds. The edge ( $e_{k} \rightarrow e_{j}$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds. Parts (c),(d),(e), and (f) remain true as their conditions are untouched.
Case trans 2: If $\left(e_{j} \rightarrow e_{k}\right) \in R$, from (a) we have that $\vdash_{r^{\prime}} e_{j} \rightarrow e_{k}$. By TRANS, $\vdash_{r^{\prime}} \quad e_{i} \rightarrow e_{k}$, so (a) holds. The edge $\left(e_{i} \rightarrow e_{k}\right)$ belongs to both $R$ and $Q$ after the insertion, so (b) holds. Parts (c),(d),(e), and (f) remain true as their conditions are untouched.
Case app 3: If $e_{j}=\lambda$ x.e, $\operatorname{SCOPE}\left(e_{i} e_{w}\right) \in$ Reach, and $e_{w} \in$ HasVals, $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{i} e_{w}\right) \in$ Reach follows from (c), and $\vdash_{r^{\prime}} e_{w} \in$ HasVals follows from (e).

Case (app-3-a): Parts (a),(b),(e), and (f) remain true as their conditions are untouched. Parts (c) and (d) follow from the above by APP.
Case (app-3-b): Parts (c),(d),(e), and (f) remain true as their conditions are untouched. Part (a) follows from the above by APP. $\left(x \rightarrow e_{w}\right)$ belongs to both $R$ and $Q$ after the insertion and hence ( b ) holds.
Case (app-3-c): Parts (c),(d),(e), and (f) remain true as their conditions are untouched. Part (a) follows from the above by APP. The edge ( $e_{i} e_{w} \rightarrow e$ ) belongs to both $R$ and $Q$ after the insertion, so (b) holds.
2. The right-to-left direction of the proof relies on four observations: (1) insertions into $R$ and $Q$ are always simultaneous. (2) insertions into Reach and $Q$ are always simultaneous. (3) insertions into Has Vals and $Q$ are always simultaneous. (4) R, Reach, and Has Vals grow increasingly over time since edges, scopes, and expressions are never deleted from them.
The run of Refined-Cubic-Reachability-CFA consists of a sequence of modifications to $Q, R$, Reach, and HasVals, which we model as a sequence of quadruples

$$
\left(Q_{0}, R_{0}, \text { Reach }_{0}, \text { HasVals }_{0}\right) \ldots\left(Q_{n}, R_{n}, \text { Reach }_{n}, \text { HasVals }_{n}\right)
$$

such that (a) two consecutive $Q$ 's differ only by one inserted or deleted edge or scope node, (b) two consecutive $R$ 's may differ only by an inserted edge, (c) two consecutive Reach's may differ only by an inserted scope node, and (d) two consecutive HasVals's may differ only by an inserted expression.

Since edges are never deleted from $R$, and scope nodes are never deleted from Reach, we prove the statement

$$
\begin{aligned}
\vdash_{r^{\prime}} e_{0} \rightarrow e_{1} & \Longrightarrow \text { exists a least } i \text {, s.t. }\left(e_{0} \rightarrow e_{1}\right) \in R_{i} \wedge\left(e_{0} \rightarrow e_{1}\right) \in Q_{i} \\
\vdash_{r^{\prime}} s \in \text { Reach } & \Longrightarrow \text { exists a least } i \text {, s.t. } s \in \operatorname{Reach}_{i} \wedge s \in Q_{i} \\
\vdash_{r^{\prime}} e \in \text { HasVals } & \Longrightarrow \text { exists a least } i \text {, s.t. } e \in{\operatorname{Has} \operatorname{Vals}_{i}} \wedge e \in Q_{i},
\end{aligned}
$$

from which the right-to-left direction of Theorem 5 follows. The proof proceeds by mutual structural induction on the inference trees for $\vdash_{r^{\prime}} e_{0} \rightarrow e_{1}$, $\vdash_{r^{\prime}} s \in$ Reach, and $\vdash_{r^{\prime}} e \in$ HasVals.
For derivations using the axiom $\vdash_{r^{\prime}} \operatorname{SCOPE}\left(e_{p}\right) \in$ Reach, clearly there exists Reach ${ }_{0}$ and $Q_{0}$ such that the above holds from the initialization in lines 1 and 3 . Now assume the statement holds for all structurally smaller derivation trees. There are four remaining cases.
Case refl-Lam: By the induction hypothesis, there exists a least $i$, such that $\operatorname{SCOPE}(\lambda x . e) \in \operatorname{Reach}_{i}$ and $\operatorname{SCOPE}(\lambda x . e) \in Q_{i}$. Hence when $\operatorname{SCope}(\lambda x . e)$ is later deleted from $Q$, by the scope operation assumptions we have $\lambda x . e \in$ NODESINSCOPE $(\operatorname{SCOPE}(\lambda x . e))$. For the conclusion $\vdash_{r^{\prime}} e_{0} \rightarrow e_{1}$, if $(\lambda x . e \rightarrow$ $\lambda x . e) \in R$, it was inserted simultaneously in $Q$, thereby proving existence. Otherwise, we add it to both thereby proving existence. For the conclusion $\vdash_{r^{\prime}} \lambda x . e \in$ HasVals, if $\lambda x . e \in$ Has Vals, it was inserted simultaneously in $Q$, thereby proving existence. Otherwise, we add it to both, thereby proving existence.

Case APP: If $\vdash_{r^{\prime}} s \in$ Reach uses the APP rule, we have that $s=\operatorname{SCope}(e)$ and there exists $e_{1} e_{2}$ such that $\vdash_{r^{\prime}} e_{1} \rightarrow \lambda x$. $e, \operatorname{SCOPE}\left(e_{1} e_{2}\right) \in$ Reach, and $e_{2} \in$ HasVals. Hence by the induction hypothesis, there exists a least $i$ such that $\left(e_{1} \rightarrow \lambda x . e\right) \in R_{i}$ and $\left(e_{1} \rightarrow \lambda x . e\right) \in Q_{i}$, and there exists a least $j$ such that $\operatorname{SCOPE}\left(e_{1} e_{2}\right) \in \operatorname{Reach}_{j}$ and $\operatorname{SCOPE}\left(e_{1} e_{2}\right) \in Q_{j}$, and
 $i=j, i=k$, and $j=k$ are impossible as insertions always happen pairwise: two scope insertions, two edge insertions, or two expression insertions. If $j$ is greatest $(j>i$ and $j>k)$ when $\operatorname{SCOPE}\left(e_{1} e_{2}\right)$ is deleted from $Q$, we have $e_{1} e_{2} \in \operatorname{NODESINSCOPE}\left(\operatorname{SCOPE}\left(e_{1} e_{2}\right)\right)$ by the scope operation assumptions. At this point, $\left(e_{1} \rightarrow \lambda x . e\right) \in R$ and $e_{2} \in$ Has Vals $_{k}$. Hence if $\operatorname{SCOPE}(e) \notin$ Reach, we add it to both Reach and $Q$, thereby proving existence. If already $\operatorname{SCOPE}(e) \in$ Reach, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $i$ is greatest ( $i>j$ and $i>k$ ) when $\left(e_{1} \rightarrow \lambda x . e\right)$ is deleted from $Q$, we have $\operatorname{SCope}\left(e_{1} e_{2}\right) \in$ Reach and $e_{2} \in{\operatorname{Has} V^{2}}$. Hence if $\operatorname{Scope}(e) \notin$ Reach, we add it to both Reach and $Q$, thereby proving existence. If already $\operatorname{Scope}(e) \in$ Reach, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $k$ is greatest $(k>i$ and $k>j)$ when $e_{2}$ is deleted from $Q$, we have $\left(e_{1} \rightarrow \lambda x . e\right) \in R$ and $\operatorname{Scope}\left(e_{1} e_{2}\right) \in$ Reach. Hence if $\operatorname{Scope}(e) \notin$ Reach, we add it to both Reach and $Q$, thereby proving existence. If already $\operatorname{SCOPE}(e) \in$ Reach, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence.
If $\vdash_{r^{\prime}} e_{0} \rightarrow e_{1}$ uses the APP rule, there are two cases to consider: one for each of the remaining conclusions. If $e_{0} \rightarrow e_{1}=x \rightarrow e_{2}^{\prime}$, there exists $e_{1}^{\prime} e_{2}^{\prime}$ such that $e_{0}=x, e_{1}=e_{2}^{\prime}$, and by the induction hypothesis, there exists a least $i$ such that $\left(e_{1}^{\prime} \rightarrow \lambda x\right.$.e) belongs to both $R_{i}$ and $Q_{i}$. Also by the induction hypothesis, there exists a least $j$ such that $\operatorname{SCope}\left(e_{1}^{\prime} e_{2}^{\prime}\right)$ belongs to both Reach $_{j}$ and $Q_{j}$. Finally, by the induction hypothesis, there exists a least $k$ such that $e_{2}^{\prime}$ belongs to both Has Vals ${ }_{k}$ and $Q_{k}$.
Again situations $i=j, i=k$, and $j=k$ are impossible. If $j$ is greatest $(j>i$ and $j>k)$ when $\operatorname{SCope}\left(e_{1}^{\prime} e_{2}^{\prime}\right)$ is deleted from $Q$, we have $e_{1}^{\prime} e_{2}^{\prime} \in$ NODESINSCOPE $\left(\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right)\right)$ by the scope operation assumptions. At this point, $\left(e_{1}^{\prime} \rightarrow \lambda x . e\right) \in R$ and $e_{2}^{\prime} \in$ HasVals. Hence if $\left(x \rightarrow e_{2}^{\prime}\right) \notin R$, we add it to both $R$ and $Q$, thereby proving existence. If already $\left(x \rightarrow e_{2}^{\prime}\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $i$ is greatest $(i>j$ and $i>k)$ when $\left(e_{1}^{\prime} \rightarrow \lambda x . e\right)$ is deleted from $Q$, we have $\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right) \in$ Reach and $e_{2}^{\prime} \in$ HasVals. Hence if $\left(x \rightarrow e_{2}^{\prime}\right) \notin R$, we add it to both $R$ and $Q$, thereby proving existence. If already $\left(x \rightarrow e_{2}^{\prime}\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $k$ is greatest ( $k>i$ and $k>j$ ) when $e_{2}^{\prime}$ is deleted from $Q$, we have $\left(e_{1}^{\prime} \rightarrow \lambda x . e\right) \in R$ and $\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right) \in$ Reach. Hence if $\left(x \rightarrow e_{2}^{\prime}\right) \notin R$, we add it to both $R$ and $Q$, thereby proving existence. If already $\left(x \rightarrow e_{2}^{\prime}\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $e_{0} \rightarrow e_{1}=e_{1}^{\prime} e_{2}^{\prime} \rightarrow e$, we have $e_{0}=e_{1}^{\prime} e_{2}^{\prime}$ and $e_{1}=e$, and by the induction hypothesis, there exists a least $i$ such that $\left(e_{1}^{\prime} \rightarrow \lambda x\right.$.e) belongs to both $R_{i}$ and $Q_{i}$. Also by the induction hypothesis, there exists a least $j$ such
that $\operatorname{scope}\left(e_{1}^{\prime} e_{2}^{\prime}\right)$ belongs to both Reach $_{j}$ and $Q_{j}$. Finally, by the induction hypothesis, there exists a least $k$ such that $e_{2}^{\prime}$ belongs to both HasVals ${ }_{k}$ and $Q_{k}$.

Again situations $i=j, i=k$, and $j=k$ are impossible. If $j$ is greatest $(j>i$ and $j>k)$ when $\operatorname{SCope}\left(e_{1}^{\prime} e_{2}^{\prime}\right)$ is deleted from $Q$, we have $e_{1}^{\prime} e_{2}^{\prime} \in$ $\operatorname{NODESINSCOPE}\left(\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right)\right)$ by the scope operation assumptions. At this point, $\left(e_{1}^{\prime} \rightarrow \lambda x . e\right) \in R$ and $e_{2}^{\prime} \in$ HasVals. Hence if $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \notin R$, we add it to both $R$ and $Q$, thereby proving existence. If already $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $i$ is greatest $(i>j$ and $i>k)$ when ( $e_{1}^{\prime} \rightarrow \lambda x$.e $)$ is deleted from $Q$, we have $\operatorname{Scope}\left(e_{1}^{\prime} e_{2}^{\prime}\right) \in$ Reach and $e_{2}^{\prime} \in$ HasVals. Hence if $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \notin R$, we add it to both $R$ and $Q$ thereby proving existence. If already $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence. If $k$ is greatest $(k>i$ and $k>j)$ when $e_{2}^{\prime}$ is deleted from $Q$, we have ( $e_{1}^{\prime} \rightarrow$ $\lambda x . e) \in R$ and $\operatorname{SCOPE}\left(e_{1}^{\prime} e_{2}^{\prime}\right) \in R e a c h$. Hence if $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \notin R$, we add it to both $R$ and $Q$, thereby proving existence. If already $\left(e_{1}^{\prime} e_{2}^{\prime} \rightarrow e\right) \in R$, it was earlier inserted simultaneously into $Q$ as well, thereby proving existence.

Case trans: If $\vdash_{r^{\prime}} e_{0} \rightarrow e_{1}$ uses the trans rule, there exists $e$ such that $\vdash_{r^{\prime}} e_{0} \rightarrow e, e \rightarrow e_{1}$. By the induction hypothesis, there exists a least $i$ such that $\left(e_{0} \rightarrow e\right)$ belongs to both $R_{i}$ and $Q_{i}$, and there exists a least $j$ such that $\left(e \rightarrow e_{1}\right)$ belongs to both $R_{j}$ and $Q_{j}$. If $i=j$, we have that $e_{0}=e_{1}=e$, hence existence follows from the induction hypothesis. If $i<j$ when $\left(e \rightarrow e_{1}\right)$ is deleted from $Q$, we have that $\left(e_{0} \rightarrow e\right) \in R$. If $\left(e_{0} \rightarrow e_{1}\right) \notin R$, we insert it in both $R$ and $Q$ in trans 1 , thereby proving existence. If already $\left(e_{0} \rightarrow e_{1}\right) \in R$, it was earlier inserted simultaneously into both $R$ and $Q$, thereby proving existence. If $i>j$ when $\left(e_{0} \rightarrow e\right)$ is deleted from $Q$, we have that $\left(e \rightarrow e_{1}\right) \in R$. If $\left(e_{0} \rightarrow e_{1}\right) \notin R$, we insert it in both $R$ and $Q$ in trans 2, thereby proving existence. If already $\left(e_{0} \rightarrow e_{1}\right) \in R$, it was earlier inserted simultaneously into both $R$ and $Q$, thereby proving existence.

Case has-val: If $e \in$ HasVals uses rule has-val, there exists $e_{1}$ such that $\vdash_{r^{\prime}} e \rightarrow e_{1}, e_{1} \in$ HasVals. By the induction hypothesis, there exists a least $i$ such that $\left(e \rightarrow e_{1}\right)$ belongs to both $R_{i}$ and $Q_{i}$, and there exists a least $j$ such that $e_{1}$ belongs to both HasVals ${ }_{j}$ and $Q_{j}$. Again the case $i=j$ is impossible. If $i<j$ when $e_{1}$ is deleted from $Q,\left(e \rightarrow e_{1}\right) \in R$. If $e \notin$ HasVals, we insert it in both HasVals and $Q$ in has-val 1, thereby proving existence. If already $e \in$ HasVals, it was earlier inserted simultaneously into both HasVals and $Q$, thereby proving existence. If $i>j$ when $\left(e \rightarrow e_{1}\right)$ is deleted from $Q$, $e_{1} \in$ HasVals. If $e \notin$ HasVals, we insert it in both HasVals and $Q$ in has-val 2, thereby proving existence. If already $e \in$ HasVals, it was earlier inserted simultaneously into both HasVals and $Q$, thereby proving existence.

## C Proof of Theorem 10

Let $\vdash_{s b a^{\prime}}$ denote provability in an inference system as given in Fig. 11, but without CALL and with the following in place of BETA:

$$
\frac{\operatorname{EVAL}\left(e_{1} e_{2}\right) \quad e_{1} \rightarrow \lambda x . e \quad e_{2} \rightarrow v}{\operatorname{EVAL}(e), x \rightarrow v, e_{1} e_{2} \rightarrow e}\left(\mathrm{BETA}^{\star}\right)
$$

Lemma 2. $\vdash_{s b a^{\prime}} e^{\prime} \rightarrow e \Longrightarrow \vdash_{s b a^{\prime}} \operatorname{EVAL}(e)$.
Proof. By induction on the derivation of $\vdash_{s b a^{\prime}} e^{\prime} \rightarrow e$. Case IDENT is trivial. Case return follows by the induction hypothesis. Case BETA* follows by the induction hypothesis for $\vdash_{s b a^{\prime}} \operatorname{EVAL}(v)$ and by assumption for $\vdash_{s b a^{\prime}} \operatorname{EVAL}(e)$.
The resulting system $\vdash_{s b a^{\prime}}$ is equivalent to the existing SBA system $\vdash_{s b a}$.
Lemma 3. $\vdash_{s b a^{\prime}} \operatorname{EVAL}(e) \Longleftrightarrow \vdash_{s b a} \operatorname{EVAL}(e) \wedge \vdash_{s b a^{\prime}} e_{1} \rightarrow e_{2} \Longleftrightarrow \vdash_{s b a} e_{1} \rightarrow e_{2}$
Proof. In the left-to-right direction, the only case to consider is BETA*: from the induction hypothesis, BETA applies, leaving $\operatorname{EVAL}(e)$ to be proved, which follows from call. In the right-to-left direction, the only case to consider is CALL, which follows by the induction hypothesis and Lemma 2.

First we realize that any inference tree in $\vdash_{r^{\prime}}$ using rule trans can be rotated into an equivalent inference tree in which the first condition of TRANS is not itself an instance of TrANS. Intuitively this can be understood as letting the reachability relation $\rightarrow$ associate from the right.
Lemma 4. A proof of $\vdash_{r^{\prime}} e \rightarrow e^{\prime}$, $\vdash_{r^{\prime}} \operatorname{SCOPE}(e) \in$ Reach, and $\vdash_{r^{\prime}} e \in$ HasVals can be transformed into an equivalent proof not containing two consecutive instances of TRANS on a left diagonal:

$$
\begin{aligned}
& \frac{T_{0}}{\frac{T_{1}}{e_{0} \rightarrow e_{0}^{\prime}} \quad \frac{T_{2}^{\prime}}{e_{0}^{\prime} \rightarrow e_{1}}} e_{0} \rightarrow e_{1} \\
& \hline
\end{aligned} e_{0} \rightarrow e_{2} \quad \frac{T_{1} \rightarrow e_{2}}{(\text { TRANS })}
$$

Proof. The proof proceeds by mutual structural induction on the height of the involved inference trees. All cases except trans follow immediately from the induction hypothesis. For trans, there are two cases to consider. If the first (left) condition is not an instance of TRANS, the conclusion follows immediately from the induction hypothesis. If the first (left) condition is an instance of TRANS (as above), we first construct an equivalent inference tree:

$$
\frac{\frac{T_{1}}{e_{0} \rightarrow e_{0}^{\prime}}}{\frac{\frac{T_{2}}{e_{0}^{\prime} \rightarrow e_{1}} \frac{T_{2}}{e_{1} \rightarrow e_{2}}}{e_{0}^{\prime} \rightarrow e_{2}} \text { (TRANS) }} e_{0} \rightarrow e_{2} \quad \text { (TRANS) }
$$

By the induction hypothesis, we can transform the proofs of $e_{0} \rightarrow e_{0}^{\prime}$ and $e_{0}^{\prime} \rightarrow e_{2}$ accordingly.

Finally, we need a simple helper lemma equating values reachable from values.
Lemma 5. $\vdash_{s b a^{\prime}} v \rightarrow v^{\prime} \Longrightarrow v=v^{\prime}$
Proof. There are only two rules from which conclusions of the above form can arise. The case ident is immediate. The case return follows from the induction hypothesis and transitivity of equality.
We now prove the following lemma, from which Theorem 10 follows.

## Lemma 6.

$$
\begin{aligned}
\vdash_{r^{\prime}} e \rightarrow v & \Longrightarrow \vdash_{s b a^{\prime}} e \rightarrow v \wedge \\
\vdash_{r^{\prime}} \operatorname{SCOPE}(e) \in \text { Reach } & \Longrightarrow \vdash_{s b a^{\prime}} \operatorname{EVAL}(e) \wedge \\
\vdash_{r^{\prime}} e \in \text { HasVals } & \Longrightarrow \exists v: \vdash_{s b a^{\prime}} e \rightarrow v
\end{aligned}
$$

Proof. By Lemma 4, we can assume that no sub-trees contain two consecutive instances of trans on a left diagonal. The proof now continues by simultaneous structural induction on the inference trees.
Base case: $\vdash_{s b a^{\prime}} \operatorname{EVAL}\left(e_{p}\right)$ follows immediately from the corresponding $\vdash_{s b a^{\prime}}$ program axiom.
Case REFL-LAM: If $\vdash_{r^{\prime}} \lambda x . e \rightarrow \lambda x$. $e$ by REFL-LAM, $\vdash_{s b a^{\prime}} \operatorname{EVAL}(\lambda x . e)$ follows from the induction hypothesis, hence by IDENT $\vdash_{s b a^{\prime}} \lambda x . e \rightarrow \lambda x$. $e$ If $\vdash_{r^{\prime}} e \in$ HasVals by REFL-LAM, there exists $\lambda x$. e such that $\vdash_{s b a^{\prime}} \lambda x . e \rightarrow \lambda x$. e again by IDENT. Case trans: We case-analyse the first (left) condition:

- Sub-case Refl-LAM: By the induction hypothesis on the second (right) condition, the requested result follows immediately: $\vdash_{s b a^{\prime}} \lambda x . e \rightarrow v$ (without applying RETURN).
- Sub-case APP: From the conditions of the APP rule, we have $\vdash_{r^{\prime}} e_{1} \rightarrow \lambda x$.e, $\operatorname{SCOPE}\left(e_{1} e_{2}\right) \in$ Reach, and $e_{2} \in$ HasVals. We consider each possible conclusion separately:
- Sub-case $x$ : If $\vdash_{r^{\prime}} x \rightarrow e_{2}$, from the second (right) condition of trans we have $\vdash_{r^{\prime}} e_{2} \rightarrow v$. By two applications of the induction hypothesis, we have $\vdash_{s b a^{\prime}} e_{1} \rightarrow \lambda$. $e$ and $\vdash_{s b a^{\prime}} \operatorname{EVAL}\left(e_{1} e_{2}\right)$. By the induction hypothesis, we furthermore have $\vdash_{s b a^{\prime}} e_{2} \rightarrow v$. By BETA* , it now follows that $\vdash_{s b a^{\prime}}$ $x \rightarrow v$.
- Sub-case $e_{1} e_{2}$ : If $\vdash_{r^{\prime}} e_{1} e_{2} \rightarrow e$ from the second (right) condition of trans we have $\vdash_{r^{\prime}} e \rightarrow v$. By three applications of the induction hypothesis, we have $\vdash_{s b a^{\prime}} e_{1} \rightarrow \lambda x . e, \vdash_{s b a^{\prime}} \operatorname{EVAL}\left(e_{1} e_{2}\right)$, and that there exists $v^{\prime}$ such that $\vdash_{s b a^{\prime}} e_{2} \rightarrow v^{\prime}$. Hence by BETA* we have $\vdash_{s b a^{\prime}} e_{1} e_{2} \rightarrow e$. By another application of the induction hypothesis we have $\vdash_{s b a^{\prime}} e \rightarrow v$. Hence $\vdash_{s b a^{\prime}} e_{1} e_{2} \rightarrow v$ by RETURN.

Case APP: From the conditions, we have $\vdash_{r^{\prime}} e_{1} \rightarrow \lambda x$.e, $\operatorname{SCOPE}\left(e_{1} e_{2}\right) \in$ Reach, and $e_{2} \in$ HasVals. By three applications of the induction hypothesis, we have $\vdash_{s b a^{\prime}} e_{1} \rightarrow \lambda x . e, \vdash_{s b a^{\prime}} \operatorname{EVAL}\left(e_{1} e_{2}\right)$, and there exists $v^{\prime}$ such that $\vdash_{s b a^{\prime}} e_{2} \rightarrow v^{\prime}$. If $\vdash_{r^{\prime}} \operatorname{SCOPE}(e) \in \operatorname{Reach}$, we get $\vdash_{s b a^{\prime}} \operatorname{EVAL}(e)$ by BETA${ }^{\star}$. If $\vdash_{r^{\prime}} e \rightarrow v$ by APP, there are two sub-cases:

- Case $x$ : Hence $\vdash_{r^{\prime}} x \rightarrow e_{2}$ and $e_{2}=v$. By BETA ${ }^{\star}$, we have $\vdash_{s b a^{\prime}} x \rightarrow v^{\prime}$. By the helper lemma, $\vdash_{s b a^{\prime}} v \rightarrow v^{\prime}$ implies $v=v^{\prime}$, and hence $\vdash_{s b a^{\prime}} x \rightarrow v$ as requested.
- Case $e_{1} e_{2}$ : Hence $\vdash_{r^{\prime}} e_{1} e_{2} \rightarrow e$ and $e=v$. By BETA ${ }^{\star}$, we have $\vdash_{s b a^{\prime}} e_{1} e_{2} \rightarrow e$.
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